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Abstract: This concept paper contextualises, defines, and systematises the concepts of trust and 
distrust (and their interrelations), providing a critical review of existing literature so as to identify 
gaps, disjuncture, and continuities in the use of these concepts across the social sciences and in the 
context of the consolidation of the digital society. Firstly, the development of the concept of trust is 
explored by looking at its use in different disciplines —e.g. sociology, psychology, law, and 
management— and then confronted with that of distrust, often regarded—somewhat 
simplistically—as its opposite. Secondly, the review invites a reflection on the suitability of current 
definitions of trust and distrust when applied to the implementation of current data-driven 
technologies (dis/trust in technology) and their workings (dis/trust through technology). The 
discussion is relevant and timely, not only given the renewed interest in finding the touchpoints 
between dis/trust and digital-related issues but also to provide a benchmarking overview on this 
topic, which is still lacking in current literature. 
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This article belongs to Concepts of the digital society, a special section of Internet Policy 
Review guest-edited by Christian Katzenbach and Thomas Christian Bächle. 

Introduction 

As per Cambridge Dictionary definition, trust is the “belief that someone is good 
and honest and will not harm you, or that something is safe and reliable;” while 
distrust is, simply put, its reverse, or “the feeling of not trusting someone or some-
thing.” Everybody has a sense of what trust and distrust mean and what they imply 
in terms of human relations. Although (or maybe because) they are commonly used 
in everyday life, these concepts have been the focus of wide attention in the social 
sciences—e.g. how can trust and distrust be fostered? To what extent are they mu-
tually exclusive?—spanning fields as diverse as sociology (Giddens, 1991; Luh-
mann, 1979; Sztompka, 2003), psychology (Anderson, 2010; Evans & Krueger, 
2009; Thielmann & Hilbig, 2015), law (Cross, 2005; Hall, 2002; Tyler, 2001) and 
management (Hurley, 2011; Kramer & Tyler, 1996; Stern & Baird, 2015), amongst 
others. For one thing, such diversity attests to the resistance of these concepts to 
be systematised and analytically enquired as social constructs, warranting interdis-
ciplinary approaches that also account for the interplay of trust and distrust with 
neighbouring attitudes and values such as “confidence” and “trustworthiness.” This 
is even more the case when trust and distrust are applied to new scenarios, no-
tably the consolidation of today’s digital society through data-driven technologies, 
which demands new forms of trust and impacts on how trust and distrust are be-
ing fostered. 

This paper stems precisely from the need to bring some clarity to the concepts of 
trust and distrust in the context of today’s digital society (Pietrzak & Takala, 2021). 
To do so, we conduct a critical literature review (Grant & Booth, 2009) on how 
these concepts have been tackled across the social sciences. A critical literature 
review is a method that delivers analysis and conceptual innovation without aim-
ing for exhaustiveness in scope but rather for the identification of analytical 
trends, which then establish, de facto, further research and practice. 

The goal of the review is double-sided: on the one hand (Section 2), we highlight 
findings from different perspectives on the factors that affect the fostering of trust 
and distrust as social constructs, discussing also the extent to which trust and dis-
trust can be regarded as mutually exclusive and/or if they shall be approached as 
self-standing constructs. On the other hand (Section 3), we map recent research on 
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trust and distrust in connection with the digital society alongside two axes: 1) the 
fostering of trust and distrust concerning the development, implementation, and 
use of data-driven technologies and services (dis/trust in technology); 2) how data-
driven technologies remould trust and distrust as socio-technical constructs (dis/
trust through technology). In Section 4 we provide a synthesis of the preceding dis-
cussion by proposing an interdisciplinary agenda focused on dis/trust in/through 
data-driven technologies. 

An overview on trust and distrust 

In common parlance, trust and distrust tend to be regarded as zero-sum opposites, 
meaning that someone either has trust or distrust in someone else or a given situ-
ation. While this position is often sufficient as a compass to navigate everyday life, 
on closer inspection, trust and distrust (and their relation) are ticker concepts that 
need critical unpacking if we want to understand better how to control their gene-
sis and effects. 

2.1 Trust 

We identify two traits shared by definitions of trust which cut across disciplines 
and approaches: 1) in the act of trusting, the trustors put themselves voluntarily in 
an asymmetric relation with the trustee, and 2) this asymmetry implies some form 
of risk that is context-based. For example, traditional approaches to trust define 
the concept as a psychological construct that entails the willingness to take risks 
in a given situation with a well-defined trustee (Murnighan et al., 2004) or assume 
positive expectations with regard to a person’s behaviour within a situation that 
implies some degrees of risk (Marsh & Dibben, 2003). As such, trust is regarded as 
an immaterial bond, including both subjective evaluations and social projections. 
It has also been suggested, although not unanimously, that without trust, the ca-
pacity to enhance human cooperation tends to reduce (Luhmann, 1979), impacting 
social capital (Putnam, 2000) and slowing down economic development (Fukuya-
ma, 1996). Other approaches, such as Simmel’s (Simmel, 1964, p. 308), describe 
trust as an antecedent or subsequent form of knowledge, a bridge connecting ig-
norance and knowledge and having a strong relational binding and cohesive com-
ponent. In this respect, trust relies both on inductive knowledge and faith (Möller-
ing, 2001), being somewhere in-between rational and non-rational certitudes (Zinn, 
2008, 2016). 

Trust has commonly been understood according to who the recipient of trust 
is—either an individual or an institution—and it has been described as a mecha-
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nism with certain properties influencing and describing the functioning of social 
life. First, trust allows for reducing the complexity of modern life. Luhmann (1979) 
connects trust creation to familiarity. Since being “familiar” with all surrounding 
people and institutions is getting harder and harder to achieve as society complex-
ifies, adopting trusting measures allows cutting through the complexity of daily 
life and reducing the uncertainty that the lack of mutual familiarity entails. Trust, 
then, appears as an element that enables us to reduce the uncertainty of social 
life, especially due to its ever-increasing complexity, by translating this uncertainty 
into specific risks. Paradoxically, trust eases human life and brings cohesion to so-
ciety by helping identify the risks that the trustor is keen to face in the process of 
trusting (e.g. failure of the expert knowledge of the trustee), being easier to deal 
with a limited number of identified risks than with a general situation of uncer-
tainty (Zinn, 2006). 

Second, trust relates to the existence of a knowledge asymmetry and to the need 
to rely on those who hold the necessary expertise to overcome such gaps (Giddens, 
1991). In this case, experts and knowledge-holders may appear as mediators help-
ing to bind individuals and/or institutions, supplying a third-party basis that finds 
its own legitimation in being trusted by both other parties. In other words, in situ-
ations of clearly unbalanced distribution of knowledge, trust might be mediated by 
expert opinions (Ehin & Solvak, 2021). The definition of what an expert is and the 
validity of their expertise in creating trust is also an object of debate (Whyte & 
Crease, 2010). Science is a traditional trust repository, but the scientific language is 
not necessarily easy for non-experts and, therefore, it is necessary to seek other 
agents who translate the scientific expertise into common language, creating a 
chain of trust mediation that might eventually distort the message (Hendriks et al., 
2016). This intermediate step influences the recipient's perspective on the infor-
mation received and, by extension, on the original source (Reif & Guenther, 2022). 
Trusting others (regardless of whether they are individuals or institutions) allows 
transferring the responsibility to deal with uncertainty to the trustee and concre-
tises the number of potential harms to those risks affecting the interaction be-
tween trustor and trustee. Signing a contract, e.g., reduces complexity by passing 
on the responsibility to the trustee (lawyer), who should use expert knowledge to 
identify the risks that the contract entails. In case of failure, the overall harm 
might be the same as if the lawyer would not be involved, but its presence allows 
trusting that the sources of harm will be manageable. 

2.2 Distrust and other concepts related to trust 

Trust cannot be understood in isolation without considering some neighbouring 
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concepts that help enlarge the scope and get a more comprehensive picture. As 
Sztompka (2003) puts it, trust requires a certain degree of “institutionalized dis-
trust” in order to keep a healthy balance in social functioning and prevent risks. 
Paradoxically, trust and distrust can be mutually necessary to ensure oversight 
over a system or interaction and, hence, to reinforce its trustworthiness (see be-
low). Absolute trust might be blinding and become dangerous if the trustee abuses 
it, metamorphosing the situation into forms of exploitation or domination (Calnan 
& Rowe, 2007). 

As a matter of fact, research on trust cannot be detached from other neighbouring 
concepts: not only, quite evidently, distrust, but also confidence and trustworthi-
ness. Let’s start from the latter. Following Levi and Stoker (2000), trustworthiness 
refers to the attributes of a trusted party (whatever their nature, individual, institu-
tional, or technological), which assures potential trustors, say Actor 1, that it will 
not betray their trust. As such, trustworthiness appears as an information-based 
(Alarcon et al., 2018) antecedent to trust (Tomlinson et al., 2020), or an envelop-
ment of the trusting relation referring to a property of the trustee, in this case, Ac-
tor 2. The impact of trustworthiness in the creation of trust, although stemming 
from the trustee, depends on how the trustor perceives it and how keen on trust 
he/she is (Kiyonari et al., 2006). Although some approaches have distinguished be-
tween trust as referred to people and confidence as linked to institutions (Sapsford 
& Abbot, 2006), Giddens’ (1991) understanding of confidence as the certainty (or 
expectation, for Bauer, 2013) that something will occur as expected, based on pre-
vious knowledge and experience, allows maintaining the two—people and institu-
tions—on the same level. Opposite to trustworthiness, confidence relates to the 
trustor’s interpretation of whether the trustee should or not be trusted. Also, a dif-
ference between certainty and expectation when understanding confidence has 
been identified by Luhmann and Giddens. While for Luhmann confidence relies on 
expectations in situations where no risks are considered (Luhmann, 1988; Meyer et 
al., 2008), for Giddens (1991), confidence relates to a certainty based on knowl-
edge, being trust a link between faith (lack of knowledge) and certainty (mastery 
of the circumstances). 

Finally, aligning with Luhmann’s approach (1979), trust and distrust can be regard-
ed as closely related but not symmetrically opposed concepts (Lewicki et al., 
1998). Distrust, interpreting McKnight and Chervany (2001), is the belief or expec-
tation that someone/something will harm us, and, therefore, we take an active 
role/vigilant attitude towards it. Overall, research either overlooks a proper focus 
on distrust or maintains it at the opposite end of the trust-distrust continuum (e.g. 

5 Duenas-Cid, Calzati



Hopland Nestås & Hole, 2012; Li & Singhal, 2007) being distrust defined as the 
absence of trust (van de Walle & Six, 2014). In fact, little research has been con-
ducted on distrust as an independent, although complementary, construct. Howev-
er, as soon as one looks at the foundations of these two concepts, it is possible to 
see that their inputs differ. As Kühne (2015) describes, trust is not necessarily root-
ed in proofs of trustworthiness but the lack of counter-evidence of the opposite, 
while distrust can be raised by a well-targeted narrow number of pieces of infor-
mation undermining the trustee's trustworthiness. Also, distrust has been defined 
as a disposition based on reason, routines, and reflexivity, and leading to negative 
expectations towards the actions and intentions of others (van de Walle & Six, 
2014), being somewhat detached from the possible efforts of the trustee to prove 
its trustworthiness. For Sztompka (2003), distrust can be understood as a practice 
of active verification, oversight, control of, and engagement with the trustee, be-
coming a method to establish trust where there was not, or where it was breached. 
Lewicki et al. (1998), although assuming the obvious interrelatedness of trust and 
distrust, propose to regard them as separate constructs having their own an-
tecedents and consequences. 

From here, it is possible to advance that a cognisant understanding of trust cannot 
do without a proper mapping of neighbouring concepts whose genesis is different 
from, yet imbricated with, that of trust. This also means the links between trust 
and distrust, confidence or trustworthiness are neither given nor symmetrically op-
posed. In fact, when it comes specifically to distrust, it might be useful to conceive 
of dis/trust as a whole socio-institutional value in which trust and distrust are re-
garded as independent yet complementary facets. 

Trust and distrust in/through data-driven technologies 

With the evolution of the digital society through the widespread diffusion of data-
driven technologies and services, discussions on and inquiries into trust and dis-
trust have also revamped. This is because the digital transformation has had an 
impact not only on a vast array of disciplines, sectors, and processes but also on 
attitudes and values. Globalisation and digitalisation have unleashed a crisis of 
trust, as traditional institutional and interpersonal logics are not attuned to deal 
with the risks introduced by the prevalence of digital technologies (Bodó, 2021, p. 
2668). The arrival of new forms of digitally mediated interaction has challenged 
face-to-face elements (e.g. proxemics) we traditionally use for building trust and 
distrust (Botsman, 2017). The technological transformation is renewing digitally-
based risks, and aspects related to security and privacy are constantly named as 
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sources of trustworthiness (Wong et al., 2019; Belanger et al., 2002) even when in-
creasing the security of digital systems has been proven not to be sufficient alone 
in securing trust (Nissenbaum, 2004). 

Similarly, trust has been described as a precondition for adopting new technolo-
gies (Bahmanziari et al., 2003; Schaupp & Carter, 2005) and as a consequence of 
its adoption (Janssen et al., 2018). At the same time, some digital innovations 
(such as blockchain) pretend to eliminate the need for trust (Werbach, 2023) by 
transferring trust from the individual to the process itself (Jemielniak & Przegalins-
ka, 2020) and creating new forms of tech-based institutionalized trust that have 
not yet been socially legitimated due to their lack of trustworthiness (Bodó, 2021). 

As a consequence, it is relevant and timely to address how trust and distrust have 
been approached in connection to the digital society. This, in turn, will allow iden-
tifying conceptual continuities and, especially, discontinuities and research gaps in 
comparison with what we have discussed in the previous section. 

It is worth advancing a preliminary distinction between, on the one hand, trust and 
distrust in technology and, on the other hand, trust and distrust through technolo-
gy. The former axis explores the fostering of trust and distrust in connection to the 
development, implementation, and use of data-driven technologies and services; 
the latter axis is concerned with how data-driven technologies remould trust and 
distrust as socio-technical constructs. 

In interactions among people and/or between people and institutions, trust can be 
related to the potential willingness of the trustee to do good or harm to the 
trustor. Differently, when the trusting relation connects people to technology, trust 
relates to the ability of the latter to deliver the expected results due to the impos-
sibility to infer intentionally from technology (McKnight et al., 2011). This stand-
point lies on the assumption that technology lacks moral agency, urging to shift 
the focus on the features of the technology itself as well as to transfer the moral 
concerns to those (people or institutions) who are producing or using it (Sharma, 
2020). For example, trust and distrust were found to have different trajectories (i.e. 
types of impact and moments of impact) when influencing decision confidence in 
IT automation (Lyons et al., 2011). Differently, trust through technology approach-
es focus on “human-like trust constructs” (Lankton et al. 2015), assuming that the 
design and development of technological artefacts is a social construction and, 
therefore, the resulting technologies are representing a set of social interests 
(Mackay & Gillespie, 1992). For instance, it was found that different website fea-
tures, such as perceived honesty, competence, and benevolence, influence in differ-
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ent manners the creation of trust and distrust. Overall, this shows that distinguish-
ing between trust “in” and “through” technology is valuable, as well as to couple 
“dis/trust” as a whole double-faced construct. 

Overall, the transversal nature of trust research provides a wide range of ap-
proaches to the topic, allowing segmenting them by distinguishing a double axis 
depending on 1) how trust and distrust are conceptually understood and 2) 
whether at stake is trust and distrust in the technology or through technology. This 
creates a four-quadrant matrix (Figure 1, below), which will guide our discussion in 
the remnant of the article. 

Figure 1: Approaches to the research on trust, distrust, and data-driven technolo-
gies. 

3.1. Quadrant 1: Trust and distrust in technology as opposite ends 
of the same continuum 

Considering trust and distrust as opposite ends of the same continuum and focus-
ing on the development, implementation, and use of data-driven technologies and 
services has been a popular scholarly approach. In the organisational and business 
literature, the digital interaction is preceded by the fact that users generally have 
information about who the trustee is in the offline world (e.g. international compa-
nies or organisations) and bear already-formed ideas regarding its trustworthiness. 
Technologies, then, are treated as mediators between producers and users, and the 
focus on trust research is placed on the offline-online information exchange and 
management (Granados et al., 2010), the security of the digital mediation process 
(Srinivasan, 2004) or the perception regarding the trustworthiness of the organisa-
tion (Blöbaum, 2016). For example, successful trust creation strategies allow the 
use of technology but also foster parallel/alternative relations between the stake-
holders involved in the process (Stouthuysen, 2020). This can also provoke, in turn, 
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a platform disintermediation effect in the case of the online freelance marketplace, 
in which providers and consumers in matching platforms circumvent the digital 
platform and build their own relations (Gu & Zhu, 2021). 

Similar research foundations apply to public management and administration, 
where more and more digital technologies are deployed and need to generate 
trust as a precondition for citizens’ use (Carter & Bélanger, 2005). Also here, trust 
not only relies on the technology but also includes previously existing public per-
ception regarding the trustworthiness of the institution or government (Lee et al., 
2011) or the potential impact of the technology in, e.g., democratic life (Duenas-
Cid, 2022). The political dimension of public administration enriches the scope of 
the discussion by bringing new elements to be considered when referring to trust-
related research (Möllering, 2021) as can be misinformation (Dubois et al., 2020) 
or political communication strategies (Ehin & Solvak, 2021). Yet those approaches 
are generally related to how data-driven technologies affect trust in institutions 
but not necessarily considering neither distrust nor how previous levels of trust af-
fect the use or adoption of technologies. Similarly, abundant research took this 
stream aiming to determine how the implementation of e-government measures 
helps increase trust in institutions (Janssen et al., 2018) by facilitating the interac-
tion with citizens (Tolbert & Mossberger, 2006), accessibility (Schmidthuber at al., 
2023), co-production (Scupola & Mergel, 2022) or reducing corruption (Zhao & Xu, 
2015), amongst others. 

Trust, hence, appears as an element collectively created by the different stakehold-
ers involved in the process, with the digital component just one of many and not 
necessarily the central one. 

An important part of trust in data-driven technologies relies on preexisting offline 
mechanisms that are partially transposed into the digital realm, expecting that it 
will provide security and trustworthiness. Trust, hence, is approached as a prag-
matic component, allowing understanding parallel processes resulting from the 
digital transformation. Still, it does not represent the core of the research: trust is 
often seen as an element that precedes or results from others, with the approach 
focusing on how the preceding elements affect trust or how trust impacts the 
stemming outcomes. This use of trust does not elaborate complex conceptual 
frameworks defining what trust is but relies on previously built definitions existing 
in literature, bringing, occasionally, to a conceptual simplification of trust and the 
methods used for tackling it. For example, trust has been presented as the out-
come of using e-government tools (Janssen et al., 2018) and as an enabler for 
technology adoption (Lippert & Davis, 2006). Finding trust at the foundation and 
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as a logical outcome of a given process is conceptually possible but can bring con-
fusion if the complexity of the concept and its distribution throughout the process 
is not clearly established. The same can be seen in the literature on technology 
adoption, where the use of trust in the Technology Acceptance Model (TAM) (Kim, 
2012; Wang et al., 2021; Gefen & Karahanna, 2003; Zhao et al., 2018) or the Unit-
ed Theory of Acceptance and Use of Technology (UTAUT) (Arfi et al., 2021; Cody-
Allen & Kishore, 2006; Alharbi, 2014; Slade et al., 2015) is sometimes confusing, 
being possible to find references to trust in different parts of the previous models, 
either as a source or intermediary precedent of behavioural intention. Although 
understanding trust as a precondition for the intention of using data-driven tech-
nologies seems obvious, the way the construct of trust is presented in the model is 
too simplistic (Shachak et al., 2019) to achieve a full comprehension of the poten-
tial impact of trust—under the assumption that the black-boxed construct of trust 
is de facto used and not simply referred to (Williams et al. 2011). A similar flaw al-
so affects research in cryptography, where trust is often presented as stemming 
from a set of objective technical elements (Walton, 2006; Barthe, 2015) that could 
be reproduced following a simple roadmap and reducing other sources of com-
plexity in its comprehension, and where trust and trustworthiness or security are 
often used in an indistinguishable manner. 

3.2. Quadrant 2: Trust and distrust through technology as opposite 
ends of the same continuum 

A second stream of research focuses on the processes in the digital realm that are 
transforming the understanding of trust as such and, eventually, creating new 
forms of trust that are typical of the digital. Stemming from the idea that data-dri-
ven technologies transformed the nature (boyd & Ellison, 2007; boyd, 2007) and 
the way in which human interaction occurs (Hine, 2015), it seems reasonable to 
question if previous trust approaches can still be applied in digital contexts. For 
example, how are “trust hangers” (i.e. those elements we rely upon to decide 
whether to trust) affected in the digital world? According to Botsman’s distributed 
trust model (Botsman, 2017), the structure of digital exchanges enables a collec-
tive and distributed rating of subjective values that, thanks to that, emerges as 
(more) trustable to internet users. According to Botsman, trust hangers shifted 
from individual interaction or institutional mediation to the hands of many inter-
net users, who rate the service provided and help back certain users' opinions over 
others. Still, Botsman’s approach fails to provide a clear link between her distrib-
uted form of trust creation and the centralised pattern of functioning of the plat-
forms she refers to: It seems counterintuitive that centralisation would bring about 
decentralisation. 
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A similar distributed structure lies behind the logic of blockchain, where a distrib-
uted ledger system of verification provides stamped proofs that serve as trust 
hangers without requiring intermediaries: stamped proofs can be used as an over-
sight validation of the transaction. However, following De Filippi and colleagues, 
the promises of blockchain technology as a trustless system have been heavily 
questioned (De Filippi et al., 2020). Blockchain does not overcome the technical 
problems that decentralisation entails, such as data protection (De Filippi, 2016), 
scalability (Johnson, 2019), or additional managerial complexity (Park et al., 2021). 
Yet, especially, Blockchain does not manage to circumvent the need for trust since 
it ignores the sociotechnical dimension of algorithms and the need for legal and 
cultural embeddedness as a matter of accountability (Bodó, 2021). 

Different perspectives downgrade the impact of distributed trust by considering 
that it is not substituting institutional trust but transferring some forms of trust 
from the individual to the process as a whole (Jemielniak & Przegalinska, 2020), as 
can be seen in the functioning of Wikipedia, where the process of knowledge pro-
duction can be described as a community building trust-creator which, finally, al-
lows validating the produced outcomes (Jemielniak, 2014). Yet, other elements es-
cape this conception of distributed trust and invalidate its adoption in some as-
pects of human-technology interaction. For example, ChatGPT is also relying on 
distributed knowledge, but the recentralisation of such knowledge via the opaque 
synthetic workings of its algorithm negatively affects the trustworthiness of the 
service, especially when it comes to contents that are subjected to personal inter-
pretation (Dwivedi et al., 2023). In such a context (and other similar ones), digital 
interactionist approaches are highlighting the need for real (although mediated) 
interactions to create interpersonal trust (Jamieson, 2013). 

Bodó (2021) follows this thread by proposing a wider frame for comprehending 
trust in the digital sphere, approaching the role that digital intermediaries play in 
creating trust relations. The author coined the term “mediated trust” to describe 
how digital technologies mediate in traditional trust-related interactions, trans-
forming its creation process, embedded in the institutional and power-distribution 
context. As the author describes, many digital technologies escape from the con-
trol of institutional regulations (Yeung, 2019), colliding with the traditional legal, 
political, economic, social, and cultural frames of offline institutional trust produc-
tion. In the offline realm, familiarity allows absorbing complexity via trust, and in-
stitutions help depersonalise that need for trust by taking that role (Jalava, 2006; 
Luhmann, 1979). By contrast, digital technologies propose renovating institutional 
trust production forms that settle on technical-organisational solutions (Bodó, 
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2021), that is, disenfranchising trust from affect. This list encompasses very differ-
ent solutions that can be divided into 1) security-related properties (cybersecurity), 
2) societal (online reputation [Botsman, 2017], external certification [Grandison & 
Sloman, 2000]), and 3) architectural properties (open source [Alarcon et al., 2020], 
decentralisation [Werbach, 2018], p2p [Viriyasitavat & Martin, 2011]). For Bodó 
(2021), platforms and digital services, also blockchain, are just another set of insti-
tutions trying to produce societal trust. Yet, unlike traditional ones (regulated and/
or well-known ones), they are not trustworthy (because they are disruptive or un-
regulated or rely on untested, black-box technologies). 

Mediated forms of trust (such as verification mechanisms) aim to reduce the need 
for human mediators, replacing them with other types of mediators that leave 
open the question of who is designing them and with which purpose and, once 
more, blurring the line with institutional or interpersonal trust. The digital inter-
face of a system is the visible part aiming to build confidence, but, at the same 
time, the interface hides most of the information necessary to understand it (not 
only technically but also at the most basic level of comprehension). Trust is de-
ployed on the mediator for aspects related to its design, convenience, or capacity 
to solve problems, more than as a result of a conscious decision based on factual 
knowledge of how the mediator works: e.g. Syrian refugees were found to be more 
wary of institutional than commercial algorithmic targeting, because the former, 
differently from the latter, is felt as not enough accurate in responding to their 
needs (Kasapoglu et al., 2021). Digital mediated trust might create wrong feelings 
of trust towards well-designed non-trustworthy systems, while it might also be 
that trust is negatively impacted by badly designed tools coming nonetheless from 
a trustworthy source (Oostveen & van den Besselaar, 2004), thus opening a dia-
logue between trust and distrust in the offline and online realms, e.g. how offline 
distrust in individuals can be a trigger for trusting digital technologies (Molina & 
Sundar, 2022). 

3.3 Quadrant 3: Trust and distrust in technology as separate but 
related concepts 

Research on trust and distrust in data-driven technologies is getting some traction 
in the fields where the construct of trust is treated more instrumentally. In man-
agement research, trust and distrust have been analysed to understand their dif-
ferential impacts on the development of open-source software (Ho & Richardson, 
2013) or virtual teams (Lowry et al. 2015). But where they made a fortune is in the 
area of technology adoption, where publications on the differential impacts of 
trust and distrust have been flourishing (Benamati et al. 2006; McKnight & Choud-
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hury, 2006; Yao et al. 2013). This research is often characterised by a lack of theo-
retical complexity in the definition of distrust, leading to the reproduction of the 
limitations expressed in the use of trust constructs: distrust is often reduced to a 
behavioural precedent (Simon & Cagle, 2016) or an outcome stemming from tech-
nical settings (Ou & Sia, 2010). Even there, some efforts have been made in order 
to include societal variables in the analysis of distrust; for instance, the work of Si-
mon and Cagle (2017) compares reactions to data theft in different cultural back-
grounds; Kühne (2015) approaches the adoption of digital fingerprinting qualita-
tively challenging the general understanding of security perceptions; to theses, the 
proposals to rethink the research methods for approaching the trust/distrust dis-
tinction can be added (Dwyer et al.; 2013; Duenas-Cid, 2022). 

3.4 Quadrant 4: Trust and distrust through technology as separate 
but related concepts 

Diving into the literature, it emerges that a general theoretical effort to explore 
trust and distrust through data-driven technologies systematically is still missing. 
On the one hand, we have an important corpus of literature approaching dis/trust 
from a pragmatic perspective. On the other, we can find relevant contributions to 
trust through technologies, but they are not distrust-inclusive. Bodó’s approach—as 
far as we know the most complete theory for describing trust through technolo-
gies—recognises the different natures of trust and distrust. Still, the latter remains 
something to be managed by creating “better analytical tools to assess the known 
and unknown risks associated with digital technologies, (...) design them to be 
more trustworthy and rely on the trust they produce” (Bodó, 2021, p. 2685), rather 
than an object of parallel analysis to construct a common picture. Others, like 
Botsman, do not provide a definition of distrust, although referring to it on several 
occasions and considering it “common to distrust people outside your own person-
al network” (Botsman, 2017, p. 33). Although not explicitly mentioned, from her 
approach, it can be inferred that distributed trust relates to the need to find solu-
tions to the “normal distrust” that stems from the fact that we are dealing with 
large communities of unknown people in our digital lives. Still, approaching theo-
retical distrust in the digital seems urgent and necessary to equip researchers with 
new theoretical tools for analysing and understanding the new challenges that 
current societies face, such as the use of artificial intelligence or the Internet of 
Things. Some seminal efforts are noteworthy, such as the approach by Tang, Hu, 
and Liu to the “systematical understanding of distrust in social media” (Tang et al., 
2014), as well as the references to the growing distrust within digital societies 
(boyd, 2017; Benkler et al. 2018) which, even if not providing frameworks for un-
derstanding the transformation of distrust, help create awareness on the need to 
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further investigate it. 

Concluding remarks: an interdisciplinary agenda for 
researching dis/trust in/through data-driven 
technologies 

This piece aimed to bring some clarity to the comprehension of the concepts of 
trust and distrust in the context of today’s digital society. Through a critical litera-
ture review, we first mapped how these concepts have been tackled within the so-
cial sciences, identifying challenges and current gaps, especially in the ways trust 
and distrust are traditionally treated as either concepts part of the same continu-
um or as independent social constructs. Secondly, we explored analytical continu-
ities and discontinuities in the understanding of trust and distrust in connection 
with data-driven technologies and services, highlighting the need to disentangle 
between trust and distrust in and through technology. From here, in this final sec-
tion, we close the circle by enriching the discussion conducted so far with an inte-
grative approach to the research on dis/trust in/through data-driven technologies. 

We claim, on the one hand, that trust is a social construct whose dynamics of cre-
ation cannot be fully grasped without also taking into account the dynamics of 
distrust; on the other hand, when it comes to the mapping of these dynamics onto 
the digital realm, trust and distrust cannot be solely regarded as social constructs 
(involving people and/or institutions), but rather as sociotechnical constructs in 
which technology plays a pivotal, and not merely an auxiliary, role. From here, we 
outline the contours of an integrated sociotechnical approach to dis/trust in/
through data-driven technologies based on the following tenets (Figure 2): 

1) Dis/trust is one single concept composed of two independent yet complemen-
tary sides. As such, the concept must be tackled as a whole, disentangling how 
trust and distrust contribute together to their coming into being in different con-
texts. This might imply, for instance, moving past traditional understandings of 
trust and distrust as part of the same continuum and rather exploring scenarios 
and/or the extent to which they might coexist, mutually reinforcing or diminishing 
each other beyond linear subject-object cause-effect links in favour of a context-
dependent analysis. 

2) The “digital” is a dimension with specific features—e.g. de/centralisation, tech-
based intermediation, algorithmic opacity, disenfranchising of human-to-human, 
human-to-institution relations—fostering new forms of trust and distrust in and 
through data-driven technologies. This, in turn, demands new ways to explore dig-
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ital-based forms of dis/trust, departing from traditional approaches either in or 
through data-driven technologies, which maintain a substantial divide between 
people and technology, thus failing to acknowledge the consolidation of a proper 
sociotechnical dimension. For example, when the axes “in and through” technolo-
gy are considered conjointly, strategies to foster trust might lead to exploring peo-
ple’s adversity to engage with technology or institutions' resistance to innovation 
under a new light, taking into account at once technical and non-technical aspects, 
notably collective techno-cultural instantiations of dis/trust. 

Figure 2: Dis/trust in/through data-driven technologies. 

Refining and adopting such a comprehensive approach will help overcome the lim-
itations found through this critical literature review, notably the use of loosely de-
fined concepts, the unclear interrelation between trust-related concepts, or the 
missing link between offline and online dynamics of dis/trust creation. Hence, a 
door opens onto both the sophistication of research methods to acknowledge the 
nuances of the dis/trust sociotechnical construct, as well as the provision of solid 
conceptual definitions when trust and distrust are approached instrumentally. 
Moreover, the detailed approach will help foster the dialogue across disciplines: 
trust in approaches have been prolific in supplying practical cases on which to con-
duct research, trust through approaches have been useful in delivering reflection 
and conceptual clarity. Intersecting these two in the exploration of dis/trust natu-
rally demands interdisciplinary cross-fertilization. We hope this paper will serve as 
a stepping stone in this direction, contributing to finding responses to the chal-
lenges the digital society poses. 

References 
Alarcon, G. M., Gibson, A. M., Walter, C., Gamble, R. F., Ryan, T. J., Jessup, S. A., Boyd, B. E., & Capiola, 

15 Duenas-Cid, Calzati



A. (2020). Trust perceptions of metadata in open-source software: The role of performance and 
reputation. Systems, 8(3), 28. https://doi.org/10.3390/systems8030028 

Alarcon, G. M., Lyons, J. B., Christensen, J. C., Klosterman, S. L., Bowers, M. A., Ryan, T. J., Jessup, S. A., 
& Wynne, K. T. (2018). The effect of propensity to trust and perceptions of trustworthiness on trust 
behaviors in dyads. Behavior Research Methods, 50(5), 1906–1920. https://doi.org/10.3758/s13428-0
17-0959-6 

Alharbi, S. T. (2014). Trust and acceptance of cloud computing: A revised UTAUT model. 2014 
International Conference on Computational Science and Computational Intelligence, 131–134. https://d
oi.org/10.1109/CSCI.2014.107 

Anderson, M. R. (2010). Community psychology, political efficacy, and trust. Political Psychology, 
31(1), 59–84. https://doi.org/10.1111/j.1467-9221.2009.00734.x 

Arfi, W. B., Nasr, I. B., Kondrateva, G., & Hikkerova, L. (2021). The role of trust in intention to use the 
IoT in eHealth: Application of the modified UTAUT in a consumer context. Technological Forecasting 
and Social Change, 167. https://doi.org/10.1016/j.techfore.2021.120688 

Bahmanziari, T., Pearson, J. M., & Crosby, L. (2003). Is trust Important in technology adoption? A 
policy capturing approach. Journal of Computer Information Systems, 43(4), 46–54. https://doi.org/1
0.1080/08874417.2003.11647533 

Barthe, G. (2015). High-assurance cryptography: Cryptographic software we can trust. IEEE Security 
& Privacy, 13(5), 86–89. https://doi.org/10.1109/MSP.2015.112 

Bauer, P. C. (2013). Clearing the jungle: Conceptualizing and measuring trust and trustworthiness. SSRN 
Electronic Journal. https://doi.org/10.2139/ssrn.2325989 

Belanger, F., Hiller, J. S., & Smith, W. J. (2002). Trustworthiness in electronic commerce: The role of 
privacy, security, and site attributes. The Journal of Strategic Information Systems, 11(3–4), 245–270. 
https://doi.org/10.1016/S0963-8687(02)00018-5 

Benamati, J., Serva, M. A., & Fuller, M. A. (2006). Are trust and distrust distinct constructs? An 
empirical study of the effects of trust and distrust among online banking users. Proceedings of the 
39th Annual Hawaii International Conference on System Sciences (HICSS’06), 121b–121b. https://doi.or
g/10.1109/HICSS.2006.63 

Benkler, Y., Faris, R., & Roberts, H. (2018). Network propaganda: Manipulation, disinformation, and 
radicalization in American politics. Oxford University Press. https://doi.org/10.1093/oso/9780190923
624.001.0001 

Blöbaum, B. (2016). Key factors in the process of trust. On the analysis of trust under digital 
conditions. In B. Blöbaum (Ed.), Trust and communication in a digitized world (pp. 3–25). Springer 
International Publishing. https://doi.org/10.1007/978-3-319-28059-2_1 

Bodó, B. (2021). Mediated trust: A theoretical framework to address the trustworthiness of 
technological trust mediators. New Media & Society, 23(9), 2668–2690. https://doi.org/10.1177/146
1444820939922 

Botsman, R. (2017). Who can you trust? How technology brought us together and why it might drive us 
apart. PublicAffairs. 

boyd, d. (2017). Did media literacy backfire? Journal of Applied Youth Studies, 1(4), 83–89. 

boyd, d. (2007). Why youth (heart) social network sites: The role of networked publics in teenage 

16 Internet Policy Review 12(4) | 2023

https://doi.org/10.3390/systems8030028
https://doi.org/10.3758/s13428-017-0959-6
https://doi.org/10.3758/s13428-017-0959-6
https://doi.org/10.1109/CSCI.2014.107
https://doi.org/10.1109/CSCI.2014.107
https://doi.org/10.1111/j.1467-9221.2009.00734.x
https://doi.org/10.1016/j.techfore.2021.120688
https://doi.org/10.1080/08874417.2003.11647533
https://doi.org/10.1080/08874417.2003.11647533
https://doi.org/10.1109/MSP.2015.112
https://doi.org/10.2139/ssrn.2325989
https://doi.org/10.1016/S0963-8687(02)00018-5
https://doi.org/10.1109/HICSS.2006.63
https://doi.org/10.1109/HICSS.2006.63
https://doi.org/10.1093/oso/9780190923624.001.0001
https://doi.org/10.1093/oso/9780190923624.001.0001
https://doi.org/10.1007/978-3-319-28059-2_1
https://doi.org/10.1177/1461444820939922
https://doi.org/10.1177/1461444820939922


social life. In D. Buckingham (Ed.), Youth, identity, and digital media (pp. 119–142). MIT Press. 

boyd, d. m., & Ellison, N. B. (2007). Social network sites: Definition, history, and scholarship. Journal 
of Computer-Mediated Communication, 13(1), 210–230. https://doi.org/10.1111/j.1083-6101.2007.00
393.x 

Calnan, M., & Rowe, R. (2007). Trust and health care. Sociology Compass, 1(1), 283–308. https://doi.o
rg/10.1111/j.1751-9020.2007.00007.x 

Carter, L., & Bélanger, F. (2005). The utilization of e‐government services: Citizen trust, innovation 
and acceptance factors. Information Systems Journal, 15(1), 5–25. https://doi.org/10.1111/j.1365-257
5.2005.00183.x 

Cody-Allen, E., & Kishore, R. (2006). An extension of the UTAUT model with e-quality, trust, and 
satisfaction constructs. Proceedings of the 2006 ACM SIGMIS CPR Conference on Computer Personnel 
Research: Forty Four Years of Computer Personnel Research: Achievements, Challenges & the Future, 
82–89. https://doi.org/10.1145/1125170.1125196 

Cross, F. B. (2005). Law and trust. Georgetown Law Journal, 93(5), 1457–1546. 

De Filippi, P. (2016). The interplay between decentralization and privacy: The case of blockchain 
technologies. Journal of Peer Production, 9. http://peerproduction.net/issues/issue-9-alternative-inte
rnets/peer-reviewed-papers/the-interplay-between-decentralization-and-privacy-the-case-of-block
chain-technologies/ 

De Filippi, P., Mannan, M., & Reijers, W. (2020). Blockchain as a confidence machine: The problem of 
trust & challenges of governance. Technology in Society, 62. https://doi.org/10.1016/j.techsoc.202
0.101284 

Dubois, E., Minaeian, S., Paquet-Labelle, A., & Beaudry, S. (2020). Who to trust on social media: How 
opinion leaders and seekers avoid disinformation and echo chambers. Social Media + Society, 6(2), 
205630512091399. https://doi.org/10.1177/2056305120913993 

Duenas-Cid, D. (2022). A theoretical framework for understanding trust and distrust in internet 
voting. In R. Krimmer, M. Volkamer, D. Duenas-Cid, M. Germann, S. Glondu, T. Hofer, I. Krivonosova, 
B. Martin-Rozumilowicz, P. Rønne, & M.-L. Zollinger (Eds.), E-Vote-ID 2022 Proceedings (pp. 57–62). 
University of Tartu Press. https://doi.org/10.15157/diss/020 

Dwivedi, Y. K., Kshetri, N., Hughes, L., Slade, E. L., Jeyaraj, A., Kar, A. K., Baabdullah, A. M., Koohang, 
A., Raghavan, V., Ahuja, M., Albanna, H., Albashrawi, M. A., Al-Busaidi, A. S., Balakrishnan, J., 
Barlette, Y., Basu, S., Bose, I., Brooks, L., Buhalis, D., … Wright, R. (2023). Opinion paper: “So what if 
ChatGPT wrote it?” Multidisciplinary perspectives on opportunities, challenges and implications of 
generative conversational AI for research, practice and policy. International Journal of Information 
Management, 71, 102642. https://doi.org/10.1016/j.ijinfomgt.2023.102642 

Dwyer, N., Basu, A., & Marsh, S. (2013). Reflections on measuring the trust empowerment potential 
of a digital environment. In C. Fernández-Gago, F. Martinelli, S. Pearson, & I. Agudo (Eds.), Trust 
Management VII Proceedings (Vol. 401, pp. 127–135). Springer. https://doi.org/10.1007/978-3-642-3
8323-6_9 

Ehin, P., & Solvak, M. (2021). Party cues and trust in remote internet voting: Data from Estonia 
2005–2019. In R. Krimmer, M. Volkamer, D. Duenas-Cid, O. Kulyk, P. Rønne, M. Solvak, & M. 
Germann (Eds.), E-Vote-ID 2021 Proceedings (Vol. 12900, pp. 75–90). Springer International 
Publishing. https://doi.org/10.1007/978-3-030-86942-7_6 

Evans, A. M., & Krueger, J. I. (2009). The psychology (and economics) of trust. Social and Personality 

17 Duenas-Cid, Calzati

https://doi.org/10.1111/j.1083-6101.2007.00393.x
https://doi.org/10.1111/j.1083-6101.2007.00393.x
https://doi.org/10.1111/j.1751-9020.2007.00007.x
https://doi.org/10.1111/j.1751-9020.2007.00007.x
https://doi.org/10.1111/j.1365-2575.2005.00183.x
https://doi.org/10.1111/j.1365-2575.2005.00183.x
https://doi.org/10.1145/1125170.1125196
http://peerproduction.net/issues/issue-9-alternative-internets/peer-reviewed-papers/the-interplay-between-decentralization-and-privacy-the-case-of-blockchain-technologies/
http://peerproduction.net/issues/issue-9-alternative-internets/peer-reviewed-papers/the-interplay-between-decentralization-and-privacy-the-case-of-blockchain-technologies/
http://peerproduction.net/issues/issue-9-alternative-internets/peer-reviewed-papers/the-interplay-between-decentralization-and-privacy-the-case-of-blockchain-technologies/
https://doi.org/10.1016/j.techsoc.2020.101284
https://doi.org/10.1016/j.techsoc.2020.101284
https://doi.org/10.1177/2056305120913993
https://doi.org/10.15157/diss/020
https://doi.org/10.1016/j.ijinfomgt.2023.102642
https://doi.org/10.1007/978-3-642-38323-6_9
https://doi.org/10.1007/978-3-642-38323-6_9
https://doi.org/10.1007/978-3-030-86942-7_6


Psychology Compass, 3(6), 1003–1017. https://doi.org/10.1111/j.1751-9004.2009.00232.x 

Fukuyama, F. (1995). Trust: The social virtues and the creation of prosperity. Free Press. 

Gefen, D., Karahanna, E., & Straub, D. W. (2003). Trust and TAM in online shopping: An integrated 
model. MIS Quarterly, 27(1), 51–90. https://doi.org/10.2307/30036519 

Giddens, A. (1991). The consequences of modernity. Polity Press. 

Granados, N., Gupta, A., & Kauffman, R. J. (2010). Research commentary—Information transparency 
in business-to-consumer markets: Concepts, framework, and research agenda. Information Systems 
Research, 21(2), 207–226. https://doi.org/10.1287/isre.1090.0249 

Grandison, T., & Sloman, M. (2000). A survey of trust in internet applications. IEEE Communications 
Surveys & Tutorials, 3(4), 2–16. https://doi.org/10.1109/COMST.2000.5340804 

Grant, M. J., & Booth, A. (2009). A typology of reviews: An analysis of 14 review types and 
associated methodologies. Health Information & Libraries Journal, 26(2), 91–108. https://doi.org/1
0.1111/j.1471-1842.2009.00848.x 

Gu, G., & Zhu, F. (2021). Trust and disintermediation: Evidence from an online freelance 
marketplace. Management Science, 67(2), 794–807. https://doi.org/10.1287/mnsc.2020.3583 

Hall, M. A. (2002). Law, medicine, and trust. Stanford Law Review, 55(2), 463–527. https://doi.org/1
0.2307/1229596 

Hendriks, F., Kienhues, D., & Bromme, R. (2016). Trust in science and the science of trust. In B. 
Blöbaum (Ed.), Trust and communication in a digitized world: Models and concepts of trust research (pp. 
143–159). Springer. https://doi.org/10.1007/978-3-319-28059-2_8 

Hine, C. (2020). Ethnography for the internet: Embedded, embodied and everyday (1st ed.). Routledge. 
https://doi.org/10.4324/9781003085348 

Ho, S. Y., & Richardson, A. (2013). Trust and distrust in open source software development. Journal 
of Computer Information Systems, 54(1), 84–93. https://doi.org/10.1080/08874417.2013.11645674 

Hopland Nestås, L., & Hole, K. (2012). Building and maintaining trust in internet voting. Computer, 
45(5), 74–80. https://doi.org/10.1109/MC.2012.35 

Hurley, R. F. (2011). The decision to trust: How leaders create high-trust organizations. Jossey-Bass. 

Jalava, J. (2006). Trust as a decision: The problems and functions of trust in Luhmannian systems theory 
(Research Report 1/2006). Department of Social Policy, University of Helsinki. https://core.ac.uk/rea
der/14918770 

Jamieson, L. (2013). Personal relationships, intimacy and the self in a mediated and global digital 
age. In K. Orton-Johnson & N. Prior (Eds.), Digital sociology: Critical perspectives (pp. 13–33). 
Palgrave Macmillan. https://doi.org/10.1057/9781137297792_2 

Janssen, M., Rana, N. P., Slade, E. L., & Dwivedi, Y. K. (2018a). Trustworthiness of digital government 
services: Deriving a comprehensive theory through interpretive structural modelling. Public 
Management Review, 20(5), 647–671. https://doi.org/10.1080/14719037.2017.1305689 

Jemielniak, D. (2014). Common knowledge? An ethnography of Wikipedia. Stanford University Press. 

Jemielniak, D., & Przegalinska, A. (2020). Collaborative society (p. 256). MIT Press. 

18 Internet Policy Review 12(4) | 2023

https://doi.org/10.1111/j.1751-9004.2009.00232.x
https://doi.org/10.2307/30036519
https://doi.org/10.1287/isre.1090.0249
https://doi.org/10.1109/COMST.2000.5340804
https://doi.org/10.1111/j.1471-1842.2009.00848.x
https://doi.org/10.1111/j.1471-1842.2009.00848.x
https://doi.org/10.1287/mnsc.2020.3583
https://doi.org/10.2307/1229596
https://doi.org/10.2307/1229596
https://doi.org/10.1007/978-3-319-28059-2_8
https://doi.org/10.4324/9781003085348
https://doi.org/10.1080/08874417.2013.11645674
https://doi.org/10.1109/MC.2012.35
https://core.ac.uk/reader/14918770
https://core.ac.uk/reader/14918770
https://doi.org/10.1057/9781137297792_2
https://doi.org/10.1080/14719037.2017.1305689


Johnson, D. (2019). Blockchain-based voting in the US and EU constitutional orders: A digital 
technology to secure democratic values? European Journal of Risk Regulation, 10(2), 330–358. http
s://doi.org/10.1017/err.2019.40 

Kasapoglu, T., Masso, A., & Calzati, S. (2021). Unpacking algorithms as technologies of power: 
Syrian refugees and data experts on algorithmic governance. Digital Geography and Society, 2. http
s://doi.org/10.1016/j.diggeo.2021.100016 

Kim, J. B. (2012). An empirical study on consumer first purchase intention in online shopping: 
Integrating initial trust and TAM. Electronic Commerce Research, 12, 125–150. https://doi.org/10.100
7/s10660-012-9089-5 

Kiyonari, T., Yamagishi, T., Cook, K. S., & Cheshire, C. (2006). Does trust beget trustworthiness? Trust 
and trustworthiness in two games and two cultures: A research note. Social Psychology Quarterly, 
69(3), 270–283. https://doi.org/10.1177/019027250606900304 

Kramer, R. M., & Tyler, T. R. (1996). Trust in organizations: Frontiers of theory and research. SAGE 
Publications. https://doi.org/10.4135/9781452243610 

Kühne, S. (2015). Gambling with the “gift”? On the relationship between security technologies, trust 
and distrust. The case of fingerprinting. BEHEMOTH A Journal on Civilisation, 8(1), 24–45. https://do
i.org/10.6094/behemoth.2015.8.1.851 

Lankton, N., McKnight, D. H., & Tripp, J. (2015). Technology, humanness, and trust: Rethinking trust 
in technology. Journal of the Association for Information Systems, 16(10), 880–918. https://doi.org/1
0.17705/1jais.00411 

Lee, J., Kim, H. J., & Ahn, M. J. (2011). The willingness of e-government service adoption by business 
users: The role of offline service quality and trust in technology. Government Information Quarterly, 
28(2), 222–230. https://doi.org/10.1016/j.giq.2010.07.007 

Levi, M., & Stoker, L. (2000). Political trust and trustworthiness. Annual Review of Political Science, 3, 
475–507. https://doi.org/10.1146/annurev.polisci.3.1.475 

Lewicki, R. J., McAllister, D. J., & Bies, R. J. (1998). Trust and distrust: New relationships and realities. 
Academy of Management Review, 23(3), 438–458. https://doi.org/10.2307/259288 

Li, H., & Singhal, M. (2007). Trust management in distributed systems. Computer, 40(2), 45–53. http
s://doi.org/10.1109/MC.2007.76 

Lippert, S. K., & Davis, M. (2006). A conceptual model integrating trust into planned change 
activities to enhance technology adoption behavior. Journal of Information Science, 32(5), 434–448. 
https://doi.org/10.1177/0165551506066042 

Lowry, P. B., Schuetzler, R. M., Giboney, J. S., & Gregory, T. A. (2015). Is trust always better than 
distrust? The potential value of distrust in newer virtual teams engaged in short-term decision-
making. Group Decision and Negotiation, 24, 723–752. https://doi.org/10.1007/s10726-014-9410-x 

Luhmann, N. (1979). Trust and power. Wiley. 

Luhmann, N. (1988). Familiarity, confidence, trust: Problems and alternatives. In D. Gambetta (Ed.), 
Trust: Making and breaking cooperative relations (pp. 94–107). Basil Blackwell. 

Lyons, J. B., Stokes, C. K., Eschleman, K. J., Alarcon, G. M., & Barelka, A. J. (2011). Trustworthiness 
and IT suspicion: An evaluation of the nomological network. Human Factors: The Journal of the 
Human Factors and Ergonomics Society, 53(3), 219–229. https://doi.org/10.1177/001872081140672

19 Duenas-Cid, Calzati

https://doi.org/10.1017/err.2019.40
https://doi.org/10.1017/err.2019.40
https://doi.org/10.1016/j.diggeo.2021.100016
https://doi.org/10.1016/j.diggeo.2021.100016
https://doi.org/10.1007/s10660-012-9089-5
https://doi.org/10.1007/s10660-012-9089-5
https://doi.org/10.1177/019027250606900304
https://doi.org/10.4135/9781452243610
https://doi.org/10.6094/behemoth.2015.8.1.851
https://doi.org/10.6094/behemoth.2015.8.1.851
https://doi.org/10.17705/1jais.00411
https://doi.org/10.17705/1jais.00411
https://doi.org/10.1016/j.giq.2010.07.007
https://doi.org/10.1146/annurev.polisci.3.1.475
https://doi.org/10.2307/259288
https://doi.org/10.1109/MC.2007.76
https://doi.org/10.1109/MC.2007.76
https://doi.org/10.1177/0165551506066042
https://doi.org/10.1007/s10726-014-9410-x
https://doi.org/10.1177/0018720811406726


6 

Mackay, H., & Gillespie, G. (1992). Extending the social shaping of technology approach: Ideology 
and appropriation. Social Studies of Science, 22(4), 685–716. https://doi.org/10.1177/030631292022
004006 

Marsh, S., & Dibben, M. R. (2003). The role of trust in information science and technology. Annual 
Review of Information Science and Technology, 37(1), 465–498. https://doi.org/10.1002/aris.1440370
111 

McKnight, D. H., Carter, M., Thatcher, J. B., & Clay, P. F. (2011). Trust in a specific technology: An 
investigation of its components and measures. ACM Transactions on Management Information 
Systems, 2(2), 1–25. https://doi.org/10.1145/1985347.1985353 

McKnight, D. H., & Chervany, N. L. (2001). Trust and distrust definitions: One bite at a time. In R. 
Falcone, M. Singh, & Y.-H. Tan (Eds.), Trust in Cyber-societies: Integrating the Human and Artificial 
Perspectives (Vol. 2246, pp. 27–54). Springer Berlin, Heidelberg. https://doi.org/10.1007/3-540-455
47-7_3 

McKnight, D. H., & Choudhury, V. (2006). Distrust and trust in B2C e-commerce: Do they differ? 
Proceedings of the 8th International Conference on Electronic Commerce: The New e-Commerce: 
Innovations for Conquering Current Barriers, Obstacles and Limitations to Conducting Successful 
Business on the Internet, 482. https://doi.org/10.1145/1151454.1151527 

Meyer, S., Ward, P., Coveney, J., & Rogers, W. (2008). Trust in the health system: An analysis and 
extension of the social theories of Giddens and Luhmann. Health Sociology Review, 17(2), 177–186. 
https://doi.org/10.5172/hesr.451.17.2.177 

Molina, M. D., & Sundar, S. S. (2022). Does distrust in humans predict greater trust in AI? Role of 
individual differences in user responses to content moderation. New Media & Society, 
146144482211035. https://doi.org/10.1177/14614448221103534 

Möllering, G. (2001). The nature of trust: From Georg Simmel to a theory of expectation, 
interpretation and suspension. Sociology, 35(2), 403–420. https://doi.org/10.1177/S003803850100
0190 

Möllering, G. (2021). Trust is political. Journal of Trust Research, 11(1), 1–4. https://doi.org/10.1080/2
1515581.2021.2030892 

Murnighan, K., Malhotra, D., & Weber, M. (2004). Paradoxes of trust: Empirical and theoretical 
departures from a traditional model. In R. Kramer & K. Cook (Eds.), Trust and distrust in 
organizations: Dilemmas and approaches (pp. 293–326). Russell Sage Foundation. 

Nissenbaum, H. (2004). Will security enhance trust online, or supplant it? In R. Kramer & K. Cook 
(Eds.), Trust and distrust in organizations: Dilemmas and approaches (pp. 155–188). Russell Sage 
Foundation. https://ssrn.com/abstract=2567476 

Oostveen, A.-M., & van den Besselaar, P. (2004). Security as belief: User’s perceptions on the security 
of electronic voting systems. Electronic Voting in Europe - Technology, Law, Politics and Society, 
Workshop of the ESF TED Programme Together with GI and OCG, 47, 73–82. https://dl.gi.de/items/8a2
beb51-0589-4fa1-b688-c0b2544131c6 

Ou, C. X., & Sia, C. L. (2010). Consumer trust and distrust: An issue of website design. International 
Journal of Human-Computer Studies, 68(12), 913–934. https://doi.org/10.1016/j.ijhcs.2010.08.003 

Park, S., Specter, M., Narula, N., & Rivest, R. L. (2021). Going from bad to worse: From internet 

20 Internet Policy Review 12(4) | 2023

https://doi.org/10.1177/0018720811406726
https://doi.org/10.1177/030631292022004006
https://doi.org/10.1177/030631292022004006
https://doi.org/10.1002/aris.1440370111
https://doi.org/10.1002/aris.1440370111
https://doi.org/10.1145/1985347.1985353
https://doi.org/10.1007/3-540-45547-7_3
https://doi.org/10.1007/3-540-45547-7_3
https://doi.org/10.1145/1151454.1151527
https://doi.org/10.5172/hesr.451.17.2.177
https://doi.org/10.1177/14614448221103534
https://doi.org/10.1177/S0038038501000190
https://doi.org/10.1177/S0038038501000190
https://doi.org/10.1080/21515581.2021.2030892
https://doi.org/10.1080/21515581.2021.2030892
https://ssrn.com/abstract=2567476
https://dl.gi.de/items/8a2beb51-0589-4fa1-b688-c0b2544131c6
https://dl.gi.de/items/8a2beb51-0589-4fa1-b688-c0b2544131c6
https://doi.org/10.1016/j.ijhcs.2010.08.003


voting to blockchain voting. Journal of Cybersecurity, 7(1), 1–15. https://doi.org/10.1093/cybsec/tyaa
025 

Pietrzak, P., & Takala, J. (2021). Digital trust – A systematic literature review. Forum Scientiae 
Oeconomia, 9(3), 59–71. https://doi.org/10.23762/FSO_VOL9_NO3_4 

Putnam, R. D. (2000). Bowling alone: The collapse and revival of American community. Simon and 
Schuster. 

Reif, A., & Guenther, L. (2021). How representative surveys measure public (dis)trust in science: A 
systematisation and analysis of survey items and open-ended questions. Journal of Trust Research, 
11(2), 94–118. https://doi.org/10.1080/21515581.2022.2075373 

Sapsford, R., & Abbott, P. (2006). Trust, confidence and social environment in post-communist 
societies. Communist and Post-Communist Studies, 39(1), 59–71. https://doi.org/10.1016/j.postcomst
ud.2005.12.003 

Schaupp, L. C., & Carter, L. (2005). E‐voting: From apathy to adoption. Journal of Enterprise 
Information Management, 18(5), 586–601. https://doi.org/10.1108/17410390510624025 

Schmidthuber, L., Willems, J., & Krabina, B. (2023). Trust in public performance information: The 
effect of data accessibility and data source. Public Administration Review, 83(2), 279–295. https://do
i.org/10.1111/puar.13603 

Scupola, A., & Mergel, I. (2022). Co-production in digital transformation of public administration 
and public value creation: The case of Denmark. Government Information Quarterly, 39(1). https://do
i.org/10.1016/j.giq.2021.101650 

Shachak, A., Kuziemsky, C., & Petersen, C. (2019). Beyond TAM and UTAUT: Future directions for HIT 
implementation research. Journal of Biomedical Informatics, 100. https://doi.org/10.1016/j.jbi.2019.1
03315 

Sharma, S. (2020). Can’t change my political disaffection! The role of political disaffection, trust, 
and resistance to change in internet voting. Digital Policy, Regulation and Governance, 22(2), 71–91. 
https://doi.org/10.1108/DPRG-07-2019-0049 

Simmel, G. (1964). The sociology of Georg Simmel (K. H. Wolff, Ed. & Trans.). The Free Press. 

Simon, S. “D.”, & Cagle, C. (2017). Culture’s impact on trust, distrust, and intentions in data theft 
environments: A cross-cultural exploratory study. Journal of Global Information Technology 
Management, 20(4), 214–235. https://doi.org/10.1080/1097198X.2017.1388672 

Simon, S. J., & Cagle, C. J. (2016). An analysis of trust, distrust, and their antecedents: Development 
of a comprehensive model of consumer intentions in technology-driven transactions. MIS REVIEW?
An International Journal, 21(1 & 2), 51–78. https://doi.org/10.6131/MISR.2015.2101.04 

Slade, E. L., Dwivedi, Y. K., Piercy, N. C., & Williams, M. D. (2015). Modeling consumers’ adoption 
intentions of remote mobile payments in the United Kingdom: Extending UTAUT with 
innovativeness, risk, and trust. Psychology & Marketing, 32(8), 860–873. https://doi.org/10.1002/ma
r.20823 

Srinivasan, S. (2004). Role of trust in e‐business success. Information Management & Computer 
Security, 12(1), 66–72. https://doi.org/10.1108/09685220410518838 

Stern, M. J., & Baird, T. D. (2015). Trust ecology and the resilience of natural resource management 
institutions. Ecology and Society, 20(2). https://doi.org/10.5751/ES-07248-200214 

21 Duenas-Cid, Calzati

https://doi.org/10.1093/cybsec/tyaa025
https://doi.org/10.1093/cybsec/tyaa025
https://doi.org/10.23762/FSO_VOL9_NO3_4
https://doi.org/10.1080/21515581.2022.2075373
https://doi.org/10.1016/j.postcomstud.2005.12.003
https://doi.org/10.1016/j.postcomstud.2005.12.003
https://doi.org/10.1108/17410390510624025
https://doi.org/10.1111/puar.13603
https://doi.org/10.1111/puar.13603
https://doi.org/10.1016/j.giq.2021.101650
https://doi.org/10.1016/j.giq.2021.101650
https://doi.org/10.1016/j.jbi.2019.103315
https://doi.org/10.1016/j.jbi.2019.103315
https://doi.org/10.1108/DPRG-07-2019-0049
https://doi.org/10.1080/1097198X.2017.1388672
https://doi.org/10.6131/MISR.2015.2101.04
https://doi.org/10.1002/mar.20823
https://doi.org/10.1002/mar.20823
https://doi.org/10.1108/09685220410518838
https://doi.org/10.5751/ES-07248-200214


Stouthuysen, K. (2020). A 2020 perspective on “The building of online trust in e-business 
relationships”. Electronic Commerce Research and Applications, 40. https://doi.org/10.1016/j.elerap.20
20.100929 

Sztompka, P. (2003). Trust: A sociological theory. Cambridge University Press. 

Tang, J., Hu, X., & Liu, H. (2014). Is distrust the negation of trust?: The value of distrust in social 
media. Proceedings of the 25th ACM Conference on Hypertext and Social Media, 148–157. https://doi.o
rg/10.1145/2631775.2631793 

Thielmann, I., & Hilbig, B. E. (2015). Trust: An integrative review from a person–situation 
perspective. Review of General Psychology, 19(3), 249–277. https://doi.org/10.1037/gpr0000046 

Tolbert, C. J., & Mossberger, K. (2006). The effects of e‐government on trust and confidence in 
government. Public Administration Review, 66(3), 354–369. https://doi.org/10.1111/j.1540-6210.200
6.00594.x 

Tomlinson, E. C., Schnackenberg, A. K., Dawley, D., & Ash, S. R. (2020). Revisiting the 
trustworthiness–trust relationship: Exploring the differential predictors of cognition‐ and 
affect‐based trust. Journal of Organizational Behavior, 41(6), 535–550. https://doi.org/10.1002/job.24
48 

Tyler, T. R. (2001). Public trust and confidence in legal authorities: What do majority and minority 
group members want from the law and legal institutions? Behavioral Sciences & the Law, 19(2), 
215–235. https://doi.org/10.1002/bsl.438 

van de Walle, S., & Six, F. (2014). Trust and distrust as distinct concepts: Why studying distrust in 
institutions is important. Journal of Comparative Policy Analysis: Research and Practice, 16(2), 
158–174. https://doi.org/10.1080/13876988.2013.785146 

Viriyasitavat, W., & Martin, A. (2011). A survey of trust in workflows and relevant contexts. IEEE 
Communications Surveys & Tutorials, 14(3), 911–940. https://doi.org/10.1109/SURV.2011.072811.00
081 

Walton, R. (2006). Cryptography and trust. Information Security Technical Report, 11(2), 68–71. http
s://doi.org/10.1016/j.istr.2006.03.002 

Wang, J., Zhao, S., Zhang, W., & Evans, R. (2021). Why people adopt smart transportation services: 
An integrated model of TAM, trust and perceived risk. Transportation Planning and Technology, 44(6), 
629–646. https://doi.org/10.1080/03081060.2021.1943132 

Werbach, K. (2018). The blockchain and the new architecture of trust. MIT Press. 

Whyte, K. P., & Crease, R. P. (2010). Trust, expertise, and the philosophy of science. Synthese, 177(3), 
411–425. https://doi.org/10.1007/s11229-010-9786-3 

Williams, M., Rana, N., Dwivedi, Y., & Lal, B. (2011). Is UTAUT really used or just cited for the sake of 
it? A systematic review of citations of UTAUT’s originating article. ECIS 2011 Proceedings. 19th 
European Conference on Information Systems, ECIS 2011. https://aisel.aisnet.org/ecis2011/231 

Wong, W. P. M., Tan, K.-L., Inkgo, I. A., & Lim, B. C.-Y. (2019). The effect of technology trust on 
customer e-loyalty in online shopping and the mediating effect of trustworthiness. Journal of 
Marketing Advances and Practices, 1(2), 38–51. 

Yao, H., Shanzhi, L., & Yuan, Y. (2013). A study of user adoption factors of mobile banking services 
based on the trust and distrust perspective. International Business and Management, 6(2), 9–14. http

22 Internet Policy Review 12(4) | 2023

https://doi.org/10.1016/j.elerap.2020.100929
https://doi.org/10.1016/j.elerap.2020.100929
https://doi.org/10.1145/2631775.2631793
https://doi.org/10.1145/2631775.2631793
https://doi.org/10.1037/gpr0000046
https://doi.org/10.1111/j.1540-6210.2006.00594.x
https://doi.org/10.1111/j.1540-6210.2006.00594.x
https://doi.org/10.1002/job.2448
https://doi.org/10.1002/job.2448
https://doi.org/10.1002/bsl.438
https://doi.org/10.1080/13876988.2013.785146
https://doi.org/10.1109/SURV.2011.072811.00081
https://doi.org/10.1109/SURV.2011.072811.00081
https://doi.org/10.1016/j.istr.2006.03.002
https://doi.org/10.1016/j.istr.2006.03.002
https://doi.org/10.1080/03081060.2021.1943132
https://doi.org/10.1007/s11229-010-9786-3
https://aisel.aisnet.org/ecis2011/231
https://doi.org/10.3968/j.ibm.1923842820130602.1040


s://doi.org/10.3968/j.ibm.1923842820130602.1040 

Yeung, K. (2019). Regulation by blockchain: The emerging battle for supremacy between the code 
of law and code as law. The Modern Law Review, 82(2), 207–239. https://doi.org/10.1111/1468-223
0.12399 

Zhao, J., Fang, S., & Jin, P. (2018). Modeling and quantifying user acceptance of personalized 
business modes based on TAM, trust and attitude. Sustainability, 10(2), 1–26. https://doi.org/10.339
0/su10020356 

Zhao, X., & Xu, H. D. (2015). E-government and corruption: A longitudinal analysis of countries. 
International Journal of Public Administration, 38(6), 410–421. https://doi.org/10.1080/01900692.201
4.942736 

Zinn, J. O. (2006). Recent developments in sociology of risk and uncertainty. Historical Social 
Research, 31(2), 275–286. 

Zinn, J. O. (2008). Heading into the unknown: Everyday strategies for managing risk and uncertainty. 
Health, Risk & Society, 10(5), 439–450. https://doi.org/10.1080/13698570802380891 

Zinn, J. O. (2016). ‘In-between’ and other reasonable ways to deal with risk and uncertainty: A 
review article. Health, Risk & Society, 18(7–8), 348–366. https://doi.org/10.1080/13698575.2016.12
69879 

in cooperation withPublished by

23 Duenas-Cid, Calzati

https://doi.org/10.3968/j.ibm.1923842820130602.1040
https://doi.org/10.1111/1468-2230.12399
https://doi.org/10.1111/1468-2230.12399
https://doi.org/10.3390/su10020356
https://doi.org/10.3390/su10020356
https://doi.org/10.1080/01900692.2014.942736
https://doi.org/10.1080/01900692.2014.942736
https://doi.org/10.1080/13698570802380891
https://doi.org/10.1080/13698575.2016.1269879
https://doi.org/10.1080/13698575.2016.1269879

	Dis/Trust and data-driven technologies
	Introduction
	An overview on trust and distrust
	2.1 Trust
	2.2 Distrust and other concepts related to trust

	Trust and distrust in/through data-driven technologies
	3.1. Quadrant 1: Trust and distrust in technology as opposite ends of the same continuum
	3.2. Quadrant 2: Trust and distrust through technology as opposite ends of the same continuum
	3.3 Quadrant 3: Trust and distrust in technology as separate but related concepts
	3.4 Quadrant 4: Trust and distrust through technology as separate but related concepts

	Concluding remarks: an interdisciplinary agenda for researching dis/trust in/through data-driven technologies
	References


