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Abstract: Scholarship has long identified the business imperative to create an advertiser-friendly 
environment as a key influence on social media content moderation. However, "brand safety" – the 
industry term for advertisers’ measures to avoid content perceived as reflecting negatively on their 
brands – remains understudied. Drawing on policy statements from industry actors, as well as 
extant academic literature, this article makes four contributions. First, it proposes four distinct 
mechanisms through which branding imperatives influence platforms’ content governance. Second, 
it highlights two current trends: growing efforts by major advertisers to directly influence 
platforms’ content policies, and a shift in industry terminology from brand safety (avoiding content 
widely considered objectionable) to "suitability" (evaluating appropriate content for a particular 
brand) – which promises advertisers greater customisation, but in fact promotes the 
standardisation of content governance across major platforms. Third, it explores the policy 
implications of these developments, in particular for equal participation and freedom of public 
debate on social media. Finally, it briefly explores the relevance to these concerns of the EU’s 2022 
Digital Services Act, suggesting that it fails to adequately address a marketised logic in which the 
production and distribution of online media content is increasingly shaped by what is deemed 
suitable for branding objectives. 
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Introduction 

Despite their diverse features and audiences, the most popular social media plat-
forms in the West today share a business model: targeted advertising. Scholarship 
has identified the need to attract advertisers as a key influence on platforms’ con-
tent moderation (Klonick, 2018; Gillespie, 2018). However, the precise mechanisms 
through which advertisers influence platform governance remain understudied. 

In the advertising industry, brand safety refers to “ensuring that a brand’s ad should 
not appear adjacent to content or in a context that can damage the advertised 
brand” (Lee et al., 2021). To this end, as this article describes, corporate advertisers 
and industry associations have demanded various technical and policy changes 
from platforms. Advertisers’ commercial imperatives drive selective censorship of 
user content and homogenisation of platform policies across the industry. Yet, 
while brand safety tools and strategies have attracted some attention in media 
and cultural studies (Kumar, 2019; Craig & Cunningham, 2019; Bishop, 2021), eco-
nomics (Madio & Quinn, 2023) and marketing industry journals (Marvin & Meisel, 
2017; Lee et al., 2021), they have mostly gone unmentioned in platform gover-
nance literature. 

To remedy this, this article makes four contributions. First, it proposes a typology 
of four mechanisms through which branding imperatives influence content gover-
nance. Second, it highlights two current trends: intensifying efforts by advertisers 
to exert influence, and a shift in industry terminology from brand safety (avoiding 
content widely considered objectionable) to suitability (evaluating appropriateness 
for particular brands). Third, the article discusses these developments’ policy im-
plications, contextualising them in the longer history of advertiser influence in 
media production. Finally, it briefly explores how these policy concerns are ad-
dressed by the EU’s 2022 Digital Services Act (DSA). 

It concludes that the increasingly prominent concept of brand suitability can offer 
insights into how advertising shapes social media governance. While promising 
advertisers greater customisation, brand suitability tools and policies are in fact 
highly standardised and likely to promote further homogenisation across major 
platforms, as well as expanding and institutionalising advertiser influence. In con-
trast to safety, which focuses attention on the management of discrete risks, suit-
ability evokes broader logics of content moderation and curation, with only con-
tent considered suitable for major advertisers permitted to become widely visible. 
In this respect, brand suitability offers a useful lens for closer scholarly engage-
ment with the industry-wide market forces shaping content curation, online visibil-
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ity and platform governance. 

Brand safety and content governance 

This article presents the first systematic study of how brand safety efforts influ-
ence social media governance, although existing literature has explored specific 
aspects of brand safety. The most detailed study comes from Bishop (2021), who 
analyses third-party “influencer management tools” for brands partnering with so-
cial media creators, and highlights how commercial imperatives and discriminatory 
assumptions guide brand safety assessments. However, Bishop does not directly 
address the brand safety policies and tools offered by platforms themselves – 
which have broader impacts, as they extend to all users and content, not only spe-
cific influencers partnering with brands. Other media scholars have examined 
changes in YouTube’s policies following the 2017 “Adpocalypse”, a scandal revolv-
ing around the placement of ads alongside terrorism-related content, which led 
major advertisers to boycott YouTube, demanding enhanced brand safety measures 
(Kumar, 2019; Craig & Cunningham, 2019; Caplan & Gillespie, 2020). However, 
there is little research into brand safety tools at other major platforms. 

This section thus aims to build on this existing literature with a broader overview 
of brand safety tools and policies at leading platforms, based on an examination of 
relevant policy statements from Meta, YouTube and TikTok. It identifies four main 
mechanisms through which brand safety concerns influence content governance: 
generally-applicable moderation policies prohibiting unsafe content; generally-ap-
plicable demonetisation policies which exclude content from ad placements; cus-
tomisable advertiser settings; and indirect influence on recommendations and 
platform design. 

Generally-applicable moderation policies 

Although Article 3(t) DSA includes demonetisation (removal of ads) and demotion 
in recommendations in its definition of moderation, and some scholars define it 
even more broadly to include all platform decisions influencing the production 
and circulation of user-generated content (Gillespie, 2022; Douek, 2022), for clarity 
this section will focus only on moderation policies setting out what users are al-
lowed to post on a platform. Demonetisation and recommendations involve dis-
tinct incentives for advertisers and creators and will be addressed in the following 
sections. 

Scholarship on these policies identifies the need to ensure that users are not put 
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off by explicit or upsetting content, and adverts are not associated with offence or 
controversy, as a primary reason for their development and implementation 
(Klonick, 2018; Gillespie, 2018; Roberts, 2018). For example, strict bans on sexual 
content (currently in place at all major Western platforms except Twitter: Bayley, 
2021) are seen as significantly influenced by advertisers’ aversion to content not 
considered “family-friendly” (Roberts, 2018; Are & Paasonen, 2021). At the same 
time, these bans are often selectively enforced, such that highly sexualised im-
agery in adverts themselves, and commodifiable “mainstream” content like celebri-
ty posts which are valuable vehicles for advertising, frequently escapes modera-
tion (Roberts, 2018; Are & Paasonen, 2021; Waldman, 2021). 

Major platforms openly state that these policies are influenced by advertiser inter-
ests. For example, Meta and TikTok’s brand safety pages for advertisers repeatedly 
mention moderation policies as the primary safeguard against brand safety viola-
tions, framing other tools as optional extra precautions (Meta, n.d.a, n.d.b, n.d.c; 
TikTok, n.d.). Notably, Meta (n.d.c) claims that Facebook’s content policies uniformly 
match or exceed the “brand safety floor” defined by the Global Alliance for Respon-
sible Media (GARM), an industry initiative from the World Federation of Advertisers 
(WFA, n.d.a). That is, nothing the industry considers broadly brand unsafe is al-
lowed on Facebook at all. As section 4 will show, given discrepancies between 
what corporate advertisers consider safe and what the public might consider inter-
esting or important, such a statement has major implications for online media 
freedom. 

Advertisers have also openly sought to influence moderation. During 2020’s Black 
Lives Matter protests, numerous large advertisers announced a boycott of Face-

book ads until it improved its hate speech policies.1 Shortly afterwards, major plat-
forms formally agreed to align their definitions of prohibited hate speech with the 
WFA’s brand safety definitions (WFA, 2020). The 2020 boycott and other similar 
campaigns were encouraged by NGOs including Sleeping Giants and Color of 
Change, who consider this a useful lever to incentivise more action by platforms 
against racism (Wodinsky, 2020; Hendrix, 2021). It is questionable, however, 
whether the interests of major corporate advertisers can generally be expected to 
coincide with the demands of racial and social justice movements. 

1. These boycotts were in practice fairly limited, and affected Meta more through bad publicity than 
financial losses (Wodinsky, 2020). However, as section 3 discusses, a general trend towards declin-
ing advertising revenue may increase advertisers’ financial leverage over platforms. 
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Generally-applicable (de)monetisation policies 

Demonetisation is an alternative moderation measure, where platforms continue 
hosting content but do not accompany it with ads, alleviating brand safety con-
cerns. YouTube’s demonetisation policies have attracted particular attention, be-
cause it was historically the only major platform directly sharing ad revenue with 
creators (Caplan & Gillespie, 2020); for a minority of successful creators, this can 
be a primary income source (Glatt, 2022). However, Facebook also now allows rev-
enue-sharing for certain content on public pages. In these cases, demonetisation 
directly penalises creators, significantly influencing how they create and present 
content (Craig & Cunningham, 2019; Glatt & Banet-Weiser, 2021). 

However, even where ad revenue is not shared and demonetisation does not di-
rectly affect creators, it can have indirect impacts. Since platforms’ recommenda-
tion algorithms are designed to maximise ad revenue, their incentives would logi-
cally be to favour content running with ads (Kumar, 2019; Glatt & Banet-Weiser, 
2021). Although YouTube has denied that demonetisation affects recommenda-
tions (Creator Insider, 2018), investigations by YouTubers’ Union founder Jo-
ergSprave (2018) suggest that the two are, in his case, closely correlated (Kumar, 
2019). It is possible that platforms do not directly use demonetisation as a vari-
able in recommendation algorithms, but do design them to deprioritise the same 
types of content that are likely to be demonetised – which would make obvious 
business sense. Importantly, recommendations do not affect the visibility of al-
ready-created content, but what creators produce in the first place, as they strate-
gically adapt to recommendation algorithms’ criteria (Cotter, 2019; Bishop, 2018; 
Glatt, 2022). 

Since the 2017 boycott, YouTube automatically analyses the brand safety of all 
videos eligible for monetisation (which requires a certain number of views: Kumar, 
2019). To facilitate this, creators are asked to add thematic tags (Rodriguez, 2022). 
Demonetisation can also occur later: where users report a video, moderators may 
decide it does not violate moderation policies but is not brand safe, and demone-
tise instead of deleting it (Rodriguez, 2022). Content deemed inappropriate for 
children and blocked for under-18s is generally also demonetised (Rodriguez, 
2022). 

Notably, YouTube states that “content discussing terrorism or sensitive current 
events like war, death, or tragedy” is always unsafe, and will be demonetised 
(Google, n.d.) – a strong disincentive for professional creators to discuss many po-
litical topics. Meta’s policy is even broader: anything involving “suggestive lan-

5 Griffin



guage”, “discussion” of nudity or “revealing” clothing may be demonetised. It is also 
extremely vague, only ever stating what “may” affect monetisation (Meta, n.d.d). 
With little clear guidance, creators hoping to monetise their content are incen-
tivised to err on the side of self-censorship. 

Tailored advertiser tools 

Alongside these generally-applicable policies, YouTube, Meta and TikTok offer op-
tional tools for individual advertisers to control ad placements: for example, ex-
cluding certain URLs or types of content (such as livestreams: Meta, n.d.a). The 
most prominent and easiest-to-use (indeed, they are enabled by default) are inven-
tory controls. These settings limit the inventory of available content beyond what 
has already been demonetised, based on tiered classifications of content as suit-
able for advertisers with high, medium or low risk tolerance. 

YouTube introduced “expanded” (high-risk), “standard” (medium) and “limited” (low-
risk) inventory settings following the 2017 boycott (Google, n.d.; Kumar, 2019). 
Meta (2019, n.d.e) introduced “full”, “standard” and “limited” inventory settings for 
videos in 2019, and now offers “expanded”, “moderate” and “limited” inventories for 
all Facebook and Instagram posts (Meta, 2022, n.d.e). TikTok (n.d.) offers similar 
“full”, “standard” and “limited” tiers. While little detail is available about how these 
classifications are operationalised, they appear to rely on AI analysis of content, as 
well as metadata such as video titles. To implement inventory filters, Meta and Tik-
Tok both partnered with brand safety software firm Zefr, which claims to combine 
machine learning with targeted human review (Zefr, n.d.a, n.d.b). 

In most cases, advertisers are opted into the middle “standard” tier by default 
(Meta does this for in-content video ads, but defaults to “expanded” inventory for 
other content: Meta, n.d.e). The exclusion by many or most advertisers of content 
excluded from “standard” inventory may therefore have similar effects to complete 
demonetisation: creators will be disincentivised from creating such content, and 
platforms from recommending it. 

Recommendations and platform design 

Although conclusive evidence that demonetisation and inventory exclusion affect 
recommendations is lacking, this is one obvious way that brand safety might affect 
the kinds of content platforms choose to promote. However, given platforms’ eco-
nomic reliance on advertisers, they are also generally incentivised to encourage 
users, through recommendations and other design choices, to create the kinds of 
content that advertisers favour (Carah & Brodmerkel, 2022). Historically, this has 
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meant content considered upbeat, uncontroversial and family-friendly (Baker, 
1992; Shepherd, 2014; Bishop, 2018, 2021). 

While teasing out the exact reasons behind companies’ decisions is difficult, media 
scholars have identified some design decisions that seem aligned with these in-
centives. For example, ‘like’ buttons encourage positive and easily-quantifiable in-
teractions (Shepherd, 2014) – suitable both for creating a “buying mood" (Baker, 
1992, pp. 2153-55) and for algorithmically analysing user behaviour. Bishop (2018) 
argues that YouTube disproportionately recommends creators who conform to 
dominant gender and class norms, linking this to advertisers’ demands for gender-
segregated audiences. Platforms have also been accused of promoting unattain-
able and exclusionary beauty standards via features like facial “enhancement” fil-
ters – which arguably makes business sense insofar as it creates a favourable en-
vironment for beauty, fashion, diet and “wellness” adverts (Griffin, 2023a). 

Current trends 

Against this backdrop, two ongoing trends can be identified. First, advertisers ap-
pear to be intensifying efforts to directly influence platform governance. In gener-
al, brand safety has become a bigger industry concern since the rise of program-
matic advertising (Marvin & Meisel, 2017). More recently, as platform governance 
has attracted more public attention and advertisers have been publicly criticised 
for funding harmful content, advertisers have successfully demanded policy 
changes and expanded brand safety tools, as section 2 described. 

Some factors suggest advertiser influence may continue to increase. Advertising 
revenue growth at major platforms is weak, which analysts have ascribed in vary-
ing degrees to both macroeconomic and industry-specific factors (Milmo, 2023; 
Seufert, 2023). Greater competition between platforms to attract advertisers could 
increase their leverage. Perhaps reflecting this, major platforms increasingly coor-
dinate with the advertising industry, particularly through GARM. As noted above, 
Meta (n.d.c) claims all Facebook content policies comply with GARM’s “brand safety 
floor”. Zefr’s content classification system – the basis for Meta and TikTok’s inven-
tory controls – is based on GARM’s brand suitability taxonomy (Zefr, n.d.a, n.d.b). At 
the same time, platforms are also increasingly experimenting with revenue 
sources other than advertising, notably subscriptions (Milmo, 2023) and e-com-
merce (Goanta, 2023). Should e-commerce become more significant, it will also 
create pressures for platforms to moderate and curate content in ways that suit 
branding and marketing goals. 
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This points to the second notable trend: a terminological shift from safety, gener-
ally understood as addressing clearly inappropriate content, to suitability, denoting 
a more customised assessment of appropriateness for a particular advertiser (Zefr, 
n.d.c; n.d; DoubleVerify, 2021). 

FIGURE 1: (Zefr, n.d.c). 

Despite industry rhetoric around customisation, brand suitability tools are highly 
standardised. Most advertisers will likely use default inventory tiers, which are 

similar across platforms, as they all draw on GARM’s brand suitability framework.2 

This taxonomy, which defines low-, medium- and high-risk content across 11 top-
ics, is highly formulaic, as the excerpt in Figure 2 illustrates. Many categories do 
not appear individually thought through, with identical phrasing recurring across 
topics. 

2. YouTube does not explicitly say its brand suitability classifications are based on GARM’s framework, 
but does cooperate closely with GARM (Wolinsky, 2022). 
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FIGURE 2: The left, middle and right columns respectively describe high-, medium- and low-risk 
content (GARM, 2022). 

Both trends will promote more uniformity in content governance. Platforms face 
similar economic pressures from advertisers, and respond with similar tools – of-
ten directly copying each other (Gillespie, 2018), as with Meta and TikTok’s intro-
duction of inventory controls modelled on YouTube’s. Common reliance on GARM’s 
framework and on software-as-a-service providers like Zefr – which aims to pro-
vide “industry-standard” classifications (Zefr, n.d.d) – also drives homogenisation. 
Zefr has also developed a dataset of content examples for GARM’s categories, pre-
sented as (prospective) industry-standard training data for AI classifiers (Morra, 
2021). As standardised norms and standard technical tools for operationalising 
them continue to be developed and institutionalised, the same content is likely to 
be deemed unsafe or unsuitable across most major platforms. 

Brand suitability also denotes a small but significant shift in emphasis. While safe-
ty tends to evoke the elimination or management of specific dangers (Thomasen, 
2023), suitability suggests more emphasis on what positively suits advertisers’ 
business needs. In this sense, this terminological shift reflects the ongoing expan-
sion and institutionalisation of advertiser influence – which, as section 2(d) ar-
gued, not only shapes moderation but also content curation and governance more 
broadly. Thus, the shift to brand suitability also aligns with the increasing focus on 
modulating visibility as a means of content governance (Zeng & Kaye, 2021) as 
personalised algorithmically-curated feeds become increasingly central to user ex-
periences (Riemer & Peter, 2021; Narayanan, 2023). Given platforms’ incentives to 
attract advertisers and maximise the effectiveness of adverts, brand suitability 
considerations can be expected to influence what they positively recommend in 
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these feeds, as well as what they eliminate. Epitomising this shift, TikTok (2022) 
recently announced that it would reward aspiring influencers by recommending 
their content more if they promoted specified “brand missions”. Moving beyond 
brand safety policies which focus on identifying and excluding damaging content, 
platforms now also openly promote the creation of content tailored to suit brands. 

Policy implications 

The mechanisms identified in section 2 and the increasing influence of brand safe-
ty and suitability in content governance have concerning implications for equal 
and open participation in social media. In some ways, this represents a continua-
tion of trends that pre-existed digital media. Critical political economy of the me-
dia literature has long highlighted how publishers’ structural dependence on ad-
vertisers allows them to shape media production and distribution to their own ad-
vantage, often acting as “the most consistent and the most pernicious ‘censors’ of 
media content” (Baker, 1992, p. 2009) – from pressuring publishers not to cover 
specific topics to explicitly demanding content that is pro-capitalist, uncontrover-
sial and creates a “buying mood” (Baker, 1992, pp. 2153-55; Herman & Chomsky, 
1995). Gloria Steinem (1990) memorably describes how Ms magazine struggled fi-
nancially because it refused to provide superficial, pro-consumerist “complemen-
tary copy” to beauty adverts. As well as disfavouring political content and critical 
journalism, what is brand safe has always been gendered, raced and heteronorma-
tive, and contemporary brand safety standards show significant continuities with 
these historical dynamics. 

Discrimination 

Bishop (2021) shows that third-party brand safety tools enforce gendered, hetero-
normative standards of sexual morality and associate racialised creators with risk. 
Platforms’ own tools exhibit similar tendencies. Notoriously, YouTube has been 
shown to indiscriminately demonetise LGBTQIA+ content (Kumar, 2017; Rodriguez, 
2022): an independent investigation found that keywords like “gay” triggered de-
monetisation, while identical videos with only those words changed were permit-
ted (Alexander, 2019). As section 2(b) outlined, this directly influences creators’ be-
haviour. Some do not tag their content with LGBTQIA+-related keywords to avoid 
demonetisation, making it less accessible to audiences (Glatt & Banet-Weiser, 
2021). Demonetisation may also reduce recommendations of LGBTQIA+ content, 
diminishing its overall visibility (Kumar, 2019). 

YouTube apologised in 2017 for some obvious instances of discrimination, but 
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framed these as individual technical errors, without accepting criticism of the un-
derlying system which deems sex and sexuality inappropriate. Revealingly, its ex-
amples of erroneously demonetised videos – a lesbian wedding, a boy coming out 
to his grandmother – involve “homonormative” images of queer people as desexu-
alised and assimilated into traditional family institutions (Southerton et al., 2020). 
Implicitly, queer sexuality and non-normative representations of queerness remain 
“unsafe” and will be penalised. 

News and politics 

As well as LGBTQIA+ issues, advertisers’ demands for positive, broadly uncontro-
versial content affect political speech and activism more broadly. YouTube demon-
etises all discussions of “terrorism or sensitive current events like war, death, or 
tragedy”, even for advertisers selecting “expanded inventory” (Google, n.d.). (Semi-
)professional creators are thus penalised for discussing many major current events; 
YouTubers focusing on news and politics have stated that this discourages them 
from addressing serious topics (Craig & Cunningham, 2019). The GARM taxonomy 
on which Meta and TikTok’s inventory controls are based is similarly restrictive. In 
particular, “depiction or discussion of debated social issues and related acts in 
negative or partisan context” – which would seemingly include much normal po-
litical debate – is deemed high-risk, and thus excluded by default settings (GARM, 
2022). 

This has serious implications for the freedom of public discourse, political activism 
and independent political commentary. Moreover, this not only affects indepen-
dent creators, but also traditional media. Demonetisation of news content through 
brand safety tools is already widespread in display advertising, affecting the rev-
enue of publishers covering serious news and topics relevant to marginalised 
groups, such as LGBTQIA+ issues (Iwańska, 2020; Check My Ads, 2020; Parker, 
2021). Similarly, increased use of brand suitability tools which demonetise cover-
age of “debated social issues'' and “sensitive current events'' will likely affect its 
visibility on social media. Publishers’ reliance on social media traffic to attract au-
diences can influence editorial decisions (Cornia et al., 2018; Petre, 2021). Conse-
quently, this could not only financially undermine news journalism but also incen-
tivise publishers to shift towards lighter, advertiser-friendly topics. 

Cultural imperialism 

These problematic dynamics are compounded by the global reach of social media. 
Dominant platforms exercise extensive power to regulate online speech around 
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the world (Kwet, 2019). Standardising brand suitability tools across these global 
platforms will effectively regulate ad placements worldwide in line with what 
largely Western corporations consider “appropriate”. Leading platforms’ corporate 
cultures and policies often reflect US cultural norms (Klonick, 2018; Monea, 2022). 
More importantly, however, US and Canadian consumers are the most valuable au-
diences for social media advertising, making it economically rational to prioritise 
attracting users and advertisers in these markets (Oversight Board, 2022, p. 31). 
Despite GARM’s nominally global scope, its steering committee comprises four US-
based and two UK-based multinational companies, and two US-based and one UK-
based advertising trade associations (WFA, n.d.b). Accordingly, all major platform 
companies – including non-US-owned companies like TikTok – operate in a com-
mercial and institutional environment that incentivises them to cater to the busi-
ness needs and values of a US-dominated advertising industry. 

This is particularly apparent in relation to sexual content policies, which largely 
reflect relatively conservative US mores, with little consideration for varying cul-
tural norms around sex and nudity (Roberts, 2018; Are & Paasonen, 2021; Monea, 
2022). For example, US-based platforms have been prominently criticised in sever-
al European countries for restricting depictions of nudity in artistic (Sotto, 2018; 
Hunt, 2021) or political contexts (Ritter et al., 2016). Moderation policies frame 
sex and especially sex work as risky or dangerous (Are & Briggs, 2023), and sex 
work-related content is often indiscriminately removed, even in countries where it 
is legal (Barwulor et al., 2021). Equally, it seems unlikely that brand suitability 
tools will reflect accurate or nuanced understandings of what is “sensitive”, “politi-
cal” or “partisan” in different national contexts – especially given major platforms’ 
systematic underinvestment in moderation resources and AI capabilities for less-
wealthy markets and languages other than English (Scheck et al., 2021). 

Considering how brand suitability influences content curation more broadly, as 
well as the moderation of content deemed particularly risky, also raises questions 
about how this could shape online culture around the world in ways that reflect 
Western perspectives and interests. For example, the facial filters mentioned in 
section 2(d) typically promote ideals of beauty that are highly racialised, giving 
users lighter skin and more European-looking features (Griffin, 2023a). While gen-
erally concerning, this might have particularly negative effects in non-Western 
contexts, for example in countries where light-skinned beauty ideals have led to 
widespread use of harmful skin-lightening products (Jacobs et al., 2016). 

12 Internet Policy Review 12(3) | 2023



Errors and bias 

The above discussion suggests that brand safety and suitability tools will have 
several concerning policy implications even if they work exactly as intended. How-
ever, content classification tools are also inevitably prone to errors and bias 
(Chowdhury, 2022) – and given established patterns of algorithmic bias, it is likely 
that mistakes such as “false positive” classifications of content as unsafe will most 
heavily affect marginalised groups (Bishop, 2021). Brand safety tools used for text-
dominated news sites are erratic and rife with racist and homophobic bias (CHEQ, 
2019; Check My Ads, 2020). AI classifiers for the types of visual content that domi-
nate social media are known to be even more limited and unreliable (Thakur & 
Llansó, 2021; Chowdhury, 2022). 

In general, ad targeting tolerates high inaccuracy: the pools of potential content 
and audiences are so large that inadvertently excluding some false positives is 
unimportant (Wachter, 2020). Advertisers and platforms have little to lose from 
overinclusive brand safety measures. The side effect will be a systematic loss of 
resources and visibility for marginalised creators and non-mainstream or contro-
versial perspectives. 

The EU legal landscape 

EU policymakers have taken action to address concerns around freedom of expres-
sion, discrimination and media freedom, like those discussed above – notably 
through the DSA, which explicitly regulates areas like content moderation, demon-
etisation and recommendations. This section thus evaluates how this legal frame-
work relates to brand safety and suitability measures and could address the policy 
concerns described in section 4. It first assesses the DSA’s generally-applicable 
provisions on content moderation, including demonetisation, before discussing 
some of the special obligations for large platforms, which could impact other 
brand safety measures. Finally, it discusses the 2022 Code of Practice on Disinfor-
mation, the only EU legal instrument explicitly mentioning (and encouraging) 
brand safety tools. 

Content moderation 

Articles 14-21 DSA establish various regulatory requirements for moderation sys-

tems.3 Terms and conditions, including content policies, should be transparent and 

3. Some provisions apply to all intermediary services, some only to hosting services, and some to the 
still-narrower category of “online platforms”. As social media platforms fall into all three categories, 
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accessible (Article 14(1)). Where platforms restrict content – for example by delet-
ing or demonetising it, or demoting it in recommendations – they must inform 
users of the decision and reasons (Article 17). Platforms must allow users to ap-
peal such decisions through an “effective internal complaint-handling system”, op-
erated by “appropriately qualified staff, and not solely on the basis of automated 
means”, and reverse decisions shown to be unfounded (Article 20). Unsatisfied 
users can further appeal to out-of-court dispute settlement bodies (Article 21). 

Three general points can be made about these provisions’ implications for brand 
safety measures. First, although individual procedural safeguards generally have 
limited capacities to address systemic issues like those discussed in section 4, pro-
fessional creators’ interests in brand safety may drive more widespread and strate-
gic use of such procedures, amplifying their impact. Second, however, these provi-
sions cannot address all the mechanisms identified in section 2. In particular, they 
do not appear to cover indirect effects of inventory controls on monetisability and 
visibility, and have limited application to recommendation systems generally. Fi-
nally, more broadly, their primary aim is ensuring fair and consistent application of 
platforms’ policies. As they mostly do not substantively regulate the policies them-
selves, they do not fundamentally challenge platforms’ incentives and abilities to 
regulate online communications and media in line with advertiser interests. 

On the first point, individual procedural protections do not facilitate consideration 
and contestation of systemic issues and biases that lead to mistaken moderation 
decisions (Douek, 2022), or the organisational structures and policy objectives 
shaping moderation systems (Griffin, 2023b). They are also rarely used in practice 
(Urban et al., 2017), and since they demand time and digital literacy, are likely to 
primarily benefit more privileged users (Hoffmann, 2019). 

However, in the context of brand safety, particularly demonetisation, these safe-
guards may have broader effects. Such policies are a major concern for profession-
al creators, who have the motivation and expertise to effectively utilise procedural 
protections. In 2019, LGBTQIA+ YouTubers brought a class action lawsuit in Califor-
nia, alleging systematic discrimination in YouTube’s enforcement of demonetisa-
tion and other policies (Divino Group v Google [2019]). They were unsuccessful, 
since US law gives platforms near-absolute discretion over content moderation, 
but this illustrates professional creators’ capacity and willingness to utilise legal 
protections, including for collective goals – and the DSA will now give them more 
avenues to do so. 

these differences in scope are unimportant for present purposes. 
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While Article 20’s appeals process may not offer complete redress to individual 
creators (for example, it may be too late for a topical video to have its intended 
impact), large-scale uptake by professional creators of appeals procedures which 
are costly for platforms could incentivise general improvements to moderation 
systems, indirectly benefiting all users. Such pressures could also be amplified by 
some provisions whose scope goes beyond individual decisions. First, moderation 
policies must generally be clear and transparent. A demonetisation policy as 
vague as Meta’s (n.d.d), which only states what “may affect monetisation”, arguably 
violates this requirement. Under Article 53, creators could complain to national 
regulators to demand clearer guidance, which would in turn facilitate challenges 
to arbitrary decisions. Second, platforms must publish regular transparency reports 
on their moderation systems, including the use of automation (Article 15). In com-
bination with Article 40(4), which requires the largest platforms to provide internal 
data to researchers, and Article 27, which requires transparency about the ‘main 
parameters’ of recommendation systems, this could enable further scrutiny and 
public criticism of brand safety measures by creators, researchers and other stake-
holders. 

Finally, Article 14(2) requires moderation policies to be applied “with due regard 
to” fundamental rights, including non-discrimination, freedom of expression, and 
media freedom and pluralism. What exactly it means for platforms to have regard 
to these abstract principles remains highly uncertain (Griffin, 2023b). However, this 
could create additional avenues for creators and other engaged stakeholders to 
challenge brand safety policies (Quintais et al., 2022), for example by complaining 
to regulators under Article 53 that anti-LGBTQIA+ discrimination violates Article 
14. 

Nonetheless, these provisions’ scope is limited in key respects. In particular, while 
demonetisation is subject to procedural protections, inventory exclusions in princi-
ple follow from advertiser choice, not platform policies, so might not be covered – 
even though exclusion from standard inventory tiers might have similar effects to 
complete demonetisation. Recital 55 also states that “monetisation…can be re-
stricted by suspending or terminating the monetary payment or revenue associat-
ed to that information”. Thus, the DSA appears to define demonetisation narrowly, 
limited to contexts where it affects revenue-sharing schemes. However, as section 
2(b) noted, even where revenue is not shared, completely or partially excluding 
content from ad placements may still affect visibility and therefore raises policy 
concerns. 

While Articles 17 and 20 apply to “restrictions of visibility”, their scope is again 
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somewhat unclear. Article 3(t) suggests that visibility restrictions only qualify as 
moderation when they are aimed at enforcing laws or policies, not when recom-
mendation systems are generally optimised to pursue commercial objectives like 
maximising ad revenue. Identifying policy-based demotions, which generally oper-
ate as a discrete stage of recommendation processes, is also more technically fea-
sible (Leerssen, 2023). However, (de)monetisation will likely be one of many data 
points factored into rankings. How much must it decrease the overall ranking to 
qualify as a demotion? Even if that question had a correct answer in principle, how 
could that be assessed in practice, given the complexity and opacity of recommen-
dation algorithms? In any case, the effects of such practices would principally un-
fold probabilistically and at scale – the problem not being that individual posts do 
not achieve their rightful visibility, but rather that certain content types are gener-
ally less likely to become widely visible, and thus also less likely to be produced by 
creators. The DSA’s individualistic procedural safeguards cannot effectively address 
these dynamics (Griffin, 2023b). 

This points to a broader limitation. These provisions provide avenues to challenge 
erroneous, arbitrary and discriminatory application of moderation and demonetisa-
tion policies, but mostly do not address the substantive policies themselves. Plat-
forms can still ban unsafe content; follow GARM’s restrictive suitability definitions; 
and prioritise recommending the most easily-commodifiable content – as long as 
they do so in accordance with clear and consistent policies. 

The key exception to this is Article 14(2)’s requirement to have regard to funda-
mental rights. However, this requirement is so vague its effects may be minimal. 
Essentially all moderation policies and decisions involve multiple competing 
rights, including platforms’ own freedom to run a business; requiring platforms to 
explain how they considered and balanced various rights will not be a meaningful 
substantive constraint (Griffin, 2023b). Much will depend on how prescriptively 
regulators interpret platforms’ fundamental rights obligations (Quintais et al., 
2022). Overall, however, Articles 14-21 DSA appear inadequate to address the sys-
temic problems identified in this article. 

Very large online platforms 

The DSA also attempts to address systemic issues – in particular, through extend-
ed obligations for “very large online platforms”, with over 45 million EU users (Ar-
ticle 33(1)). Article 34 requires them to regularly assess “systemic risks” to various 
public-interest objectives, including fundamental rights (Article 34(1)(b)). They 
must consider factors like recommendations and “systems for selecting and pre-
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senting advertisements” (Article 34(2)). The scope is therefore much broader than 
moderation, extending to inventory controls, recommendation algorithms and oth-
er design features. Platforms must take proactive measures to mitigate identified 
risks, for example by redesigning relevant algorithmic systems (Article 35); these 
measures are subject to yearly independent audits (Article 37) and oversight by 
the Commission (Section 4). In principle, discrimination, suppression of political 
debate, cultural imperialism and bias seem exactly the kinds of systemic risks to 
media freedom, non-discrimination, free speech and other fundamental rights that 
these provisions aim to address. 

That said, it remains highly unclear how they will be enforced and what concrete 
effects they will have. Where companies are responsible for managing and docu-
menting compliance, through mechanisms like risk assessments and audits, they 
have extensive freedom to define and deal with risks in self-serving ways – typi-
cally constructing risks as threats arising when things go wrong, rather than social 
harms flowing from “normal” business practices (Cohen, 2019; Waldman, 2020). In 
this context, platforms’ risk assessments will likely focus on discrete problems 
which are bad for business, like terrorist content, rather than systemic harms re-
sulting from their business models. This may be compounded by the novelty of the 
relevant provisions, which create vaguely-defined obligations in unfamiliar areas. 
Given the lack of clear, widely-accepted standards on compliance, risk mitigation 
and auditing methodologies, this oversight system may be susceptible to corporate 
capture (Laux et al., 2021). 

As with Article 14(2), much will depend on the Commission’s policies and objec-
tives, as the primary regulator of large platforms. Risk assessment and mitigation 
obligations could be little more than formalities; they could also present opportu-
nities to demand significant, substantive policy and design changes addressing is-
sues like media pluralism, anti-LGBTQ+ discrimination and freedom of political de-
bate. However, as the following subsection suggests, the Commission may not be 
inclined to take such an approach. 

The Code of Practice on Disinformation 

In 2022, the Commission and leading platform companies, adtech businesses and 
ad industry associations (including GARM and the WFA) agreed to an expanded 
version of the 2018 Code of Practice on Disinformation (CoP). The CoP is non-bind-
ing, and the previous iteration was not considered particularly effective (Sander, 
2021). However, the new CoP is significantly more detailed, and will become an of-
ficial code of conduct under Article 45 DSA; it will therefore have more teeth, as 
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regulators will use it in assessing compliance with legal obligations, in particular 
very large platforms’ risk mitigation obligations. 

Notably, the new CoP addresses brand safety tools in some detail. It frames them 
as an important lever to prevent monetisation of disinformation – one that already 
works well, but must be further expanded: “Avoiding the misplacement of advertis-
ing on online disinformation websites requires further refinement of already wide-
ly used brand safety tools to successfully continue to meet this challenge” (Section 
II.h). In Section II, platforms commit to improve demonetisation and ad-tracking 
tools; advertisers commit to use brand safety tools in media planning, buying and 
reporting, and preferentially use ad vendors with effective brand safety measures; 
and brand safety software providers commit to “outline how they are ensuring 
transparency and appealability about their processes and outcomes”. 

Insofar as the CoP successfully encourages further development and uptake of 
brand safety measures, this will have consequences beyond the disinformation 
context. Where platforms develop new moderation tools for specific areas, it will 
generally make technical and commercial sense to roll them out across modera-
tion systems (Elkin-Koren & Perel, 2020). Advertisers will likely demand that ex-
panded controls and tracking tools should also address other problematic content 
categories – something platforms are also incentivised to do, since they can pre-
sent this as a further mitigation measure for other systemic risks mentioned in Ar-
ticle 34. 

The CoP also entrenches the market logic in which platforms’ and creators’ depen-
dence on advertising revenue empowers advertisers as “censors” (Baker, 1992, p. 
2009) – effectively legitimising this censorship power and charging them with us-
ing it responsibly. The cursory mention of transparency and appealability also 
seems aimed at strengthening perceived legitimacy. The CoP suggests that the 
Commission envisages a future where the flow of advertising money continues to 
be a primary structural force shaping social media governance. It may therefore be 
unlikely to push for substantial changes to brand safety practices. 

Conclusion 

Advertisers’ brand safety concerns are an underappreciated force shaping social 
media governance, with worrying implications for media freedom and diversity. 
Advertiser influence seems to be increasing, encouraging the rollout of standard-
ised norms and tools across major platforms. Such trends do not just affect indi-
vidual creators: they have much broader implications for online media, as monetis-
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ability and advertiser appeal become key factors shaping what becomes widely 
visible. 

As such, the terminological shift to brand suitability suggests much more than bet-
ter, customisable controls for advertisers. It evokes a broader logic of curation that 
appears increasingly dominant, where all social media content is organised based 
on what major brands consider suitable for their commercial objectives. Ultimately, 
this will tend to reinforce the gender, race and class inequalities that have always 
shaped access to the media (Bishop, 2018, 2021). 

The DSA provides some promising new tools to address arbitrary and unfair con-
tent removal and demonetisation. However, it does not adequately address these 
industry-wide structural forces shaping how platforms structure, curate and dis-
tribute content. Similarly, while the literature on social media governance has en-
gaged with cross-industry trends like standardisation of content policies (Douek, 
2020), civil society involvement (Dvoskin, 2022) and the influence of law enforce-
ment (Bloch-Wehba, 2022), there has been insufficient engagement with the struc-
tural incentives and dynamics of the advertiser-funded industry. The concept of 
brand suitability thus offers a useful lens for deeper scholarly engagement with 
the political economy of social media. 
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