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Abstract: The information influence of Russia’s state-controlled media outlets such as RT and 
Sputnik on global multimillion audiences has been one of the major concerns for Western 
democracies and Ukraine in the last decade. With the start of the 2022 full-scale invasion of 
Ukraine by Russia, they were recognised as a threat to international security and several major bans 
were implemented towards RT and Sputnik, including their ban in the EU and its member states, 
and non-EU countries such as Canada, the UK and Australia, and reinforced content moderation by 
digital platforms globally. Digital platforms had to step up as new arbitrators of digital public 
spheres in this crisis event, which led us to question how major digital platforms (Twitter, YouTube, 
Facebook, Instagram, TikTok, and Telegram) have implemented their content moderation policies 
towards RT and Sputnik accounts following Russia’s full-scale invasion of Ukraine in 2022, across 
ten countries. We present a platform policy implementation audit method to analyse such content 
moderation measures, and demonstrate its implementation by six coders after two months of the 
full-scale invasion. Our audit shows largely inconsistent trends in platform policy implementation 
towards RT and Sputnik, as well as a wide catalogue of measures taken by tech giants. We conclude 
with a discussion of the further implications and effectiveness of such content moderation 
measures for global digital audiences. 

Introduction 

The full-scale invasion of Ukraine by Russia on 24 February 2022 brought im-
mense human loss and devastation to Ukraine, as well as affecting European and 
global constituencies that are now dealing with the political, societal, and other 
implications of the invasion. Russia’s information influence on global multimillion 
broadcast and online audiences has been a major concern for Ukraine, Western 
democracies, and their public spheres in the last decade. In an unprecedented 
move, the major mouthpieces of Kremlin politics abroad, Russia’s state-controlled 
media for international audiences RT and Sputnik, were banned by the EU within 
its 27 member states following the full-scale invasion. Countries including Canada, 
the UK, and Australia have implemented broadcast bans on RT and Sputnik or 
asked major tech giants to restrict their content on their platforms. Digital plat-
forms, in their turn, had to step up as arbitrators of digital public spheres during 
the invasion and reinforced content moderation of Russia’s state-controlled media, 
following the EU and national legislations and their own content moderation poli-
cies. 

However, to date there is no systematic analysis of how major digital platforms have 
implemented their content moderation policies towards RT and Sputnik accounts after 
the first two months of Russia’s full-scale invasion on 24 February. Indeed, as yet 
there are no well-established approaches to producing such an analysis, even 
though the EU’s actions against Russian state-controlled media, as well as other, 
less centrally coordinated regulatory actions against mis- and disinformation in 
other critical contexts (such as that of the COVID-19 pandemic), have increasingly 
highlighted the need for methodological frameworks that verify whether, how, and 
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to what extent such regulatory steps have been implemented by the various plat-
form operators. 

To address this twofold gap in scholarship, this article a) introduces a new research 
approach which we describe as a platform policy implementation audit, designed to 
systematically observe and document the various measures against identified 
problematic content that have been implemented by selected platforms, and b) 
demonstrates the utility of this approach by undertaking such a policy implemen-
tation audit for six platforms in ten countries (including EU and non-EU countries) 
to observe what content moderation measures these platforms have taken towards 
RT and Sputnik’s digital branches in response to the EU bans. Notably, our analysis 
finds largely inconsistent trends in policy implementation among platforms to-
wards Russia’s state-controlled media, and documents a wide and diverse cata-
logue of measures taken by tech giants in this unprecedented case. We conclude 
with a discussion of the further implications and effectiveness of such measures by 
platforms for global digital audiences. 

The structure of the article is as follows: after the introduction, we proceed with 
context on Russia’s war on Ukraine since 2014, the more recent full-scale invasion 
in 2022, and on Russia’s information influence in Ukraine and the EU. We then pro-
vide background information on Russia’s state-controlled media outlets, RT and 
Sputnik, and their social media audiences. We introduce a classification of different 
types of content moderation measures across platforms, supported by actual ex-
amples of how RT and Sputnik content was moderated by platforms in the first two 
months of the full-scale invasion. The central part of our article introduces the 
platform policy implementation audit approach, its application across platforms, 
and its limitations. Demonstrating the utility of this approach, we then show the 
results of our audit across countries and platforms and, finally, provide concluding 
remarks. 

The war on Ukraine, Russia’s state-sponsored media, 
and content moderation measures 

2.1. The war on Ukraine 

In this article, we analyse regulatory actions taken within two months of a new 
phase of Russia’s war on Ukraine: specifically, the beginning of the full-scale inva-

sion by Russia that began on 24 February 20221. Here and throughout this article, 

1. President Vladimir Putin on this day labelled this phase as a ‘Special Military Operation’ in his ad-
dress to the nation. Since then, it has been imperative in Russian public discourse to use this label 
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we refer to this phase as the “full-scale invasion”. This phase is a part of the longer 
war between Russia and Ukraine that started in 2014 following the Euromaidan 
protests in Ukraine (2013-2014). The protests were sparked by Russian-aligned 
then-president Victor Yanukovich’s decision, against the Ukrainian Parliament’s 
vote, not to sign the European Union–Ukraine Association Agreement and to 
change the country's course towards greater cooperation with Russia (Harding, 
2010). The scope of the protests widened, triggered among other factors by the vi-
olence of Ukrainian law enforcement against protesters. 

The events of Maidan were followed by the ousting of Yanukovich, pro-Russian un-
rest in eastern and southern Ukraine, the annexation of Crimea by Russia in March 
2014, and the war in Donbas (Ukraine's Eastern Donetsk and Luhansk oblasts) be-
tween the Ukrainian military and pro-Russian separatists since April 2014. Many 
early separatist leaders were reported to hold Russian passports and have long-
standing ties to Russia's security services (Wilson, 2016), while multiple reports 
from the Organization for Security and Co-operation in Europe’s (OSCE) missions to 

Donbas from 2014 to 2022 also suggested Russia had provided military aid2 (e.g. 
OSCE, 2014, 2015, 2018), with such aid ranging from material supplies to the di-
rect involvement of Russian mercenary as well as regular forces in the war in Don-
bas (Wilson, 2016). Putin admitted the presence of Russian military officers in east-
ern Ukraine in 2015 (Walker, 2015). 

The further full-scale invasion of Ukraine by Russia in February 2022 has led to se-
vere casualties. From 24 February 2022 to 13 March 2023, the Office of the UN 
High Commissioner for Human Rights (OHCHR) has recorded 21,965 civilian casu-

alties in the country: 8,231 killed and 13,734 injured (OHCHR, 2023)3. Given the 
lack of definitive information from the areas most affected by the war, this is likely 
to be a substantial underestimation; it also does not account for military losses, 
which to date have been estimated at 120,000 for Ukraine and 160,000 for Russia 
in western media reports (Khurshudyan et al., 2023; Cole, 2023). The full, disas-
trous implications of the invasion of Ukraine are hard to estimate, as it is still un-
folding at the time of writing. 

instead ‘war’ or ‘invasion’, subject to administrative and criminal punishment in the country. 

2. OSCE’s Special Monitoring Mission in Ukraine (2014-2022) describes itself as ‘’an unarmed, civilian 
mission, operating on the ground 24/7 Ukraine. Its main tasks were to observe and report in an im-
partial and objective manner on the security situation in Ukraine; and to facilitate dialogue among 
all parties to the conflict” (OSCE, 2022). During its presence in the region, the mission has been 
publicly criticised and “occasionally been simultaneously considered to be an ally of the con-
fronting sides” (see more in Härtel et al., 2021). 

3. OHCHR estimated the total number of conflict-related casualties in Ukraine before 2022, from 14 
April 2014 to 31 December 2021, to be 51,000–54,000. (OHCHR, 2022). 
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Russia’s information influence since the Euromaidan events has become a source 
of threat and concern not only in Ukraine but also in Europe. In Ukraine, a series of 
actions limiting Russia’s information influence were taken. They include but are 
not limited to a broadcast ban on 14 television channels in 2014 including RT 
(Reuters Staff, 2014), and a ban of the Russian VK (former VKontakte) social media 
platform in the country in 2017. In 2021, Ukrainian President Volodymyr Zelenskyy 
banned three television channels – 112, NewsOne, and ZIK – for spreading Krem-
lin propaganda, a move that EU foreign policy spokesperson Josep Borell criticised 
at the time as limiting the freedom of the media (Mirovalev, 5 February 2021). 

The EU has also addressed threats from Russia’s strategic communication abroad, 
and established the East StratCom Task Force to counter Russian disinformation in 
2015, which inter alia set up the EU vs Disinfo site to identify and debunk such dis-
information. Further, several EU countries have banned or limited the operation of 
Russia’s state-sponsored media RT and Sputnik in their territory; for instance, Ger-
many in 2021, Estonia in 2020, Latvia in 2016 and 2020, the UK in 2019, and 
France in 2017. However, extraordinary and crisis circumstances, such as the full-
scale invasion of Ukraine by Russia in 2022 and the related information warfare 
directed at Ukraine and the broader European continent, led the EU to take more 
decisive steps to protect European audiences from the Kremlin’s information influ-
ence. These included total bans on RT and Sputnik. 

It is outside the scope of our article to discuss the justifiability of such sanctions. 
However, we note that in Europe and beyond they have been subject to intense de-
bate amongst and between politicians, policy-makers, scholars, and civil society 
organisations, weighing the implications of these state media bans as potential 
precedents for restrictions on freedom of the press, freedom of expression, and 
overall human rights on the one hand against the consequences of continuing to 
allow Russian influence and disinformation campaigns designed to circulate 
unchecked amongst European and world audiences on the other hand (for a valu-
able introduction to the current debate, see Helberger & Schulz, 2022; for earlier 
discussion, see Richter, 2015). While the individual scholars contributing to the 
present article represent a range of views on this question, as a collective effort 
our article takes no sides on this issue; instead, we proceed from the reality that 
these regulatory actions against RT and Sputnik have now been taken, and that 
their implementation by the various platforms and across the countries within 
which they operate should be reviewed. 
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2.2. RT and Sputnik 

Many states rely on and support international broadcasters to promote their politi-
cal agendas across the world and have influence on global public opinion in criti-
cal geopolitical events (Sheafer & Gabay, 2009). In this sense, both democratic and 
authoritarian political regimes try to “sway international policy-making and gain 
political control” through state-sponsored media (2009, p. 447). These efforts in 
public diplomacy of democratic countries have been often labelled as ‘soft power’ 
(Nye, 2004), meaning the promotion of a country's positive image through cultural, 
information, and educational practices. But in authoritarian countries state-spon-
sored media and their content are commonly associated with the distortion of in-
formation or promotion of unattractive authoritarian values or ‘sharp power’ (Inter-
national Forum for Democratic Studies et al., 2017). In reality, this distinction be-
tween ‘sharp’ and ‘soft power’ within the work and content of one state-sponsored 
media outlet is hard to establish or measure, as such outlets criticise their enemies 
and promote a positive image of a country at the same time. Recent studies ex-
ploring this duality of ‘soft’ and ‘sharp power’ influence on the audiences of RT on 
Facebook have demonstrated the dominance of the latter form of power (Glazuno-
va et al., 2022). Moreover, the balance of these public diplomacy powers can 
change over time. RT and Sputnik as Russia’s international broadcasters were ini-
tially established in the early 2000s to promote Russia’s positive image in the 
world (Elswah & Howard, 2022), but gradually their role has changed due to Rus-
sia’s involvement in multiple wars (e.g., the Russo-Georgian war in 2008); since 
2022, RT and Sputnik have engaged in blatant disinformation and directed extreme 
and belligerent rhetoric towards Ukraine and the West. This shift has influenced 
not only the content strategies of RT and Sputnik, but also their audiences and or-
ganisational practices. In this paper, we refer to this ‘dark’ side of RT as an instru-
ment of ‘sharp power’ which became a matter of concern and a threat for Ukraine, 
the EU states, and beyond following the full-scale invasion. 

RT (formerly Russia Today) was launched in 2005 but rose to prominence after the 
five-day Russo-Georgian war and its related information warfare in 2008. At that 
time, Russia did not possess a proper arsenal for informational counterattacks; in 
addition to journalistic work, RT became an information warfare tool in the follow-
ing wars (Sukhodolov, 2015), and a diplomacy tool in Russia’s international rela-
tions spreading strategic Kremlin narratives. The outlet has been found to dissemi-
nate conspiracy theories (Yablokov, 2015), mis- and disinformation (Cull et al., 
2017), antisemitism (Rosenberg, 2015), Islamophobia (Lytvynenko & Silverman, 
2019), denial of war crimes, and other problematic content. From an organisation-
al point of view, interviews with former RT employees have shown that the chan-
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nel ignores professional journalistic conventions, that its editors are appointed by 
the government, that it promotes anti-Western ideologies, and that its operations 
are driven by objectives other than profit, creating influential propaganda instead 
(Elswah & Howard, 2022, p. 625). 

At the same time, Russia’s international broadcasters do not always employ propa-
ganda strategies such as distributing misinformation and conspiracy theories, as 
described above. On certain issues, they use more subtle techniques to convince 
audiences of their credibility (Crilley et al., 2022): for instance, during the 2018 
World Cup in Russia, RT’s usual tendency of focussing on negative reporting on 
Western institutions was replaced with a strong focus on promoting the sports 
megaevent in Russia and promoting Russia’s positive image (Crilley et al., 2021, p. 
137). 

Beyond TV broadcasts, such content is further amplified through the RT website 
and the extensive use of digital platforms. RT itself has reported a substantial 
growth of broadcast and online audiences over the years; however, scholarly esti-
mates of RT online audiences are fragmented and incomplete (Crilley et al., 2022; 
Benton, 2022). According to the recent study of RT and Sputnik audiences in 21 
countries (Kling et al., 2022), the reach of these outlets via their apps and website 
is relatively small, i.e. it did not exceed 5% of the digital population in any of the 
countries between 2019 and 2021. RT and Sputnik managed to gather their biggest 
monthly audiences in Spain, Germany, and France (Kling et al., 2022, p. 3). At the 
same time, in terms of reach on Facebook, in Germany and France RT audiences 
are not much smaller than national newspapers’ audiences (e.g., Les Echoes in 
France has only 2.8 times the audience of RT, and Der Spiegel in Germany has just 
1.6 times RT’s audience), due to “fractured audiences” in these countries (Benton, 
2022). 

The demographics and political identification of RT’s online audiences is under-
studied too. On Twitter, RT audiences are diverse and fragmented rather than polit-
ically extreme, far more likely to be male, and/or slightly older than an average 
Twitter user (Crilley et al., 2022). On Facebook, RT content across its six languages 
of coverage is consumed by disenfranchised ideological communities, both from 
the far right and the far left, who criticise the weakness of mainstream liberal-de-
mocratic leadership and the oppressive nature of global Western hegemony 
(Glazunova et al., 2022). However, RT is not the only instrument of such informa-
tion influence on global audiences. 

Along with RT, Sputnik served similar geopolitical purposes: to “secur[e] the nation-
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al interests of the Russian Federation in the information sphere” (Bradshaw et al., 
2022, p. 6). Established in 2014 by the Russian media group Rossiya Segodnya (Rus-
sia Today), Sputnik operates in more than 30 languages. In contrast to RT, Sputnik 
has received considerably less scholarly attention, and is often studied alongside 
RT. Some recent studies examined the narratives it promotes (Deverell et al., 2021; 
Wagnsson et al., 2017; Wagnsson & Barzanje, 2019). Deverell et al. (2021) found 
that Sputnik’s narratives about the Nordic countries focussed primarily on portray-
ing them 1) as politically dysfunctional, and 2) as Russophobic and in perpetual 
conflict with Russia. In the Swedish case, Sputnik supported and further promoted 
already existing nationalist and anti-liberal narratives about Swedish society, 
rather than developing novel opposing ideologies (Wagnsson 2021, p. 12). As for 
the differences between RT and Sputnik, on average, Sputnik publishes significantly 
more content, by translating and reprinting articles from its non-English outlets 
into English (Ramsay & Robertshaw, 2019, p. 18). 

Given the history of RT and Sputnik’s spread of misleading information and being 
the information instrument of Russia’s diplomacy and influence abroad, in this arti-
cle, we scrutinise in detail how the leading social media platforms reacted to Rus-
sia’s full-scale invasion of Ukraine in 2022 in terms of restricting the RT and Sput-
nik posts, links and accounts. 

2.3. A catalogue of content moderation measures 

Since the mid-2010s, the growing concerns about ‘fake news’, or more properly 
mis-, dis- and malinformation (Wardle & Derakhshan, 2017) in political, commer-
cial, personal, or medical contexts have encouraged the development and diversifi-
cation of an arsenal of possible interventions at the platform level. While consider-
ing diverging affordances of different social media platforms, it is nonetheless 
possible to identify broad categories of intervention, directed either at the ac-
counts with problematic content; at the content; or at the platform users who seek 
to engage with such content. As we will show, all three types of intervention were 
used in restricting the dissemination of RT and Sputnik content following the 2022 
Russian full-scale invasion of Ukraine. 

The most powerful measure to target a publisher account is to remove it from the 
platform altogether. Such removal can be temporary or permanent, as implement-
ed most famously by Twitter against former US President Donald Trump in re-
sponse to his call for an armed insurrection against Congress in early 2021 (Twit-
ter, 2021). Further, where the underlying infrastructure permits, it may also be im-
plemented within specific geographic areas, especially if accounts are found to be 
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in violation of local laws on free speech, decency, or blasphemy (BBC News, 2012). 
At its core, the term ‘deplatforming’ describes these forms of intervention. 

Platforms may also choose more subtle interventions: while allowing the account 
to continue to operate, they may exclude it from on-site advertising and other 
monetisation functionality, and thereby remove significant incentives for further 
activity (Caplan & Gillespie, 2020). Finally, accounts may also simply be tagged 
with warning labels, indicating that they have been identified as sources of misin-
formation, or are sponsored by specific state or commercial interests. 

A second category of interventions focusses on problematic content per se. Here, 
individual content posts may be taken down permanently or suspended temporari-
ly (to argue for posts’ reinstatement) or made unavailable in specific countries or 
regions – for instance, in response to national laws preventing the display of Nazi 
insignia or other hateful content (Shih, 2012). Such actions may be taken via auto-
mated content flagging, human content moderation, reports by the user communi-
ty, or a combination of all three; they may be triggered if reports through one or 
more of these mechanisms pass a preset threshold; and they are therefore largely 
reactive and a posteriori rather than proactive and a priori. 

Further, warning labels of various forms can be applied at the level of the post it-
self. The post may be labelled as originating from a state-sponsored media outlet 
or some other problematic category of account. Additionally, it may also receive la-
bels that mark it as containing confronting language or imagery, dealing with con-
troversial topics, or containing media objects that are presented out of their origi-
nal context (Kraus, 2020). Such labelling is most likely to result from a combina-
tion of automated and human intervention. 

Finally, a third category of interventions may become fully visible only as ordinary 
platform users attempt to interact with problematic content and accounts. Users 
may encounter click-through warnings as they seek to access the images, videos, 
or external links embedded in a problematic post: these warnings may again alert 
them to the problematic origins, the confronting or controversial subject matter, or 
the uncertain provenance of this material. 

Subsequently, ordinary users might then also be presented with such warnings if 
they attempt to disseminate such posts, for example by retweeting them on Twit-
ter or on-sharing them in equivalent ways on other platforms. These on-sharing 
warnings can take various forms, from a simple click-through that asks the user to 
reflect on their choice before confirming the on-sharing action, to an outright ban 
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on further on-sharing on the platform. Depending on the nature of this implemen-
tation, such on-sharing interventions have the potential to considerably impede 
the further dissemination of problematic content beyond its point of origin. 

Adjusted for the specific affordances of each platform, all such interventions are 
available in principle for the RT and Sputnik accounts and content on the six plat-
forms we examine in this article. Which levels of intervention have been taken 
then, reveals the extent to which these platforms have chosen to respond to the 
political and societal concerns to act against Kremlin propaganda following the 
2022 invasion of Ukraine, and points to a considerable divergence in their evalua-
tion of the balance between corporate social responsibility and adherence to free-
dom of expression ideals. 

It is important to note in this context that the implementation of these measures 
does indeed predominantly reflect the platform operators’ choice and is not gener-
ally hindered by technological limitations. Different affordances notwithstanding, 
all six platforms could take down accounts or their posts, and to implement other 
less drastic measures; Twitter, as we have noted, even banned a former US Presi-
dent from its platform, while in response to a regulatory disagreement Facebook 
notoriously even removed all news content from its Australian operation for over a 
week in February 2021 (Leaver, 2021). If such measures are available to defend a 
platform’s own commercial and political interests, they are also available at least 
in principle in response to political and societal concerns to prevent the spread of 
state propaganda. 

Sanctions towards RT and Sputnik 

Before implementing our audit, we first built a database of all reported bans and 
platform content moderation measures towards RT and Sputnik in the first two 
months of the invasion. We relied on an extensive search of their mentions in in-
ternational and Russian news media, but also on self-reporting by RT in their so-
cial media accounts. We also monitored the platforms' official blogs and accounts 
for statements on content moderation measures towards Russia’s state-sponsored 
media, or state-sponsored media in general. Lastly, we also checked official legal 
documents that identified policies towards RT and Sputnik; for instance, the Official 
Journal of the European Union documented the EU’s actions towards RT and Sputnik 
on social media. 

This produced an extensive database and timeline of content moderation mea-
sures towards RT and Sputnik during the two months of our analysis. Our database 
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contains several examples of post takedowns, demonetisation, and account sus-
pension actions by platforms. However, for future extensions of this research a 
more systematic approach to track these activities by platforms in real time in the 
media and other sources will be needed. This could include live content gathering 
from RT and Sputnik social media channels, and tracking of self-reporting by RT 
and Sputnik journalists and chief editors like Margarita Simonyan, who usually re-
port on such actions by the platforms. 

Various governments had already applied multiple sanctions to RT and Sputnik be-
fore the full-scale invasion in 2022, in order to prevent the outlets from influenc-
ing national audiences. But most of these sanctions concerned national broadcast 
channels, with limited bans on social media content. In the European context, sev-
eral restrictive actions were implemented towards RT or Sputnik before the full-
scale invasion, as described in Section 2.1.. These past measures had a fragmented 
character and targeted their broadcasts and websites for national constituencies. 

After the Euromaidan protests, Russia’s annexation of Crimea, and the war in the 
Donbas (2014-2022), Ukraine restricted the reach of the Kremlin’s broadcast media 
channels including RT in 2014 (Agence France-Presse [AFP], 2021); however, these 
measures were aimed mostly towards Russian-language media and their broad-
casts, rather than social media accounts. Until May 2022, the only measure imple-
mented by Ukraine concerning the RT and Sputnik social media accounts was to 
ban downloads of RT’s mobile app from the Android app store in Ukraine (Reuters, 
2022). 

The full-scale invasion triggered a chain reaction of more significant bans, as well 
as greater concern with the social media accounts of Russian state-controlled me-
dia. These bans were initiated by multiple stakeholders, including the EU, social 
media platforms, public and private national broadcasters, and other actors. We 
describe the major milestones and policies that were introduced from the begin-
ning of the Russian full-scale invasion on 24 February to 12 May 2022, and that 
concerned or influenced the social media accounts of RT and Sputnik. 

3.1. The EU ban 

On 1 March 2022, the Council of the EU adopted a decision that prohibits Russian 
state-sponsored outlets in Europe to “broadcast or to enable, facilitate or other-
wise contribute to broadcast … any content” with the purpose of disseminating 
propaganda directed against Ukraine and the European Union (Regulation 2022/
350). Distribution by any means was banned, including “cable, satellite, IP-TV, in-
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ternet service providers, internet video-sharing platforms or applications, whether 
new or pre-installed” (Regulation 2022/350). These measures officially came into 
effect on 2 March 2022. 

3.2. Country bans 

Non-EU countries like Canada, Australia, and the UK also imposed various restrict-
ing measures towards RT, Sputnik, and other Russian state media, mostly towards 
their broadcasts. In the US, RT America ceased production on its own accord, citing 
“unforeseen business interruption events” (Darcy, 2022). Some of the countries 
took public steps and appealed to digital platforms, too. 

On 3 March 2022, Nadine Dorries, the UK Secretary for Digital, Culture, Media, and 
Sport, published an official letter asking Meta, Twitter and TikTok to restrict access 
to Sputnik and RT pages on their platforms; in response, Meta restricted such ac-
cess (Martin, 2022). On the same day, the Australian Communications Minister, 
Paul Fletcher, asked digital platforms inclusive of Meta, TikTok, Twitter and Google 
to block content from Russian state-sponsored media in Australia (Hurst & Butler, 
2022). On 8 March, Marise Payne, the Australian Minister for Foreign Affairs, stated 
that the Australian government was working with Facebook, Twitter and Google to 
suspend the dissemination of content by Russia-affiliated outlets in Australia 
(Payne, 2022). However, as the findings of our audit will show, both in the UK and 
Australia, the bans did not take place during the period of our analysis. 

3.3. Measures by platforms 

The platforms like Meta, YouTube and TikTok announced they conformed with the 
wide EU ban of RT and Sputnik (Clegg, 2022; YouTubeInsider, 2022; Bell, 2022). In 
addition, some platforms started to implement other restrictions towards RT, Sput-
nik, and their digital branches at the beginning of the full-scale invasion. We out-
line the most significant steps taken by platforms Google, YouTube, Facebook, 
Twitter, Telegram, and TikTok by May 2022. 

3.4. Flagging content 

In the first days of the full-scale invasion, Instagram, Facebook and Twitter report-
edly started to flag the accounts of RT and Sputnik as Russian ‘state-sponsored’, 
‘state-affiliated’ or ‘state-controlled’ media referring to their policies (Instagram 
Help Center, 2022; Twitter Help Center, 2022). Similar policy statements were not 
visible on YouTube, even though YouTube provides information about publisher 
context (YouTube Help, 2022). However, YouTube had banned most Russian state-
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sponsored media outright later. TikTok, by contrast, only started to develop and 
implement policies to label state media outlets almost two months after the start 
of the full-scale invasion (TikTok, 2022). 

3.5. Demonetisation 

By 27 February 2022, Facebook, Google, YouTube, and Twitter were all understood 
to prohibit Russian state-sponsored media including RT from advertising or mon-
etising their content on the platforms (Bond, 2022). Twitter had already banned 
advertising from state-controlled media in 2019, but in addition now paused all 
ads from Russia and Ukraine during the 2022 full-scale invasion. 

3.6. Post takedowns 

According to RT in Russian (2022a), on 26 February 2022 Facebook took down a 
post about the Ukrainian soldiers who “gave up without a fight” on Snake Island, 
due to it being “false”. Facebook collaborates with multiple third-party fact-check-
ers, including the Ukrainian StopFake, which checked the post and stated that the 
soldiers had been fighting “till the end”. While at first Ukrainian President Zelensky 
had publicly stated that all 13 soldiers on Snake Island had died heroically, the 
soldiers were later believed to be “alive and well” (Shukla & Kolirin, 2022). 

3.7. Temporary suspensions 

On 11 March 2022, according to RT in Russian, Twitter limited access to the RT ac-
count for 12 hours due to the publication of a tweet on the alleged bombardment 
of the Mariupol maternity hospital, as its content was believed to violate the plat-
form’s rules against abuse and harassment (RT in Russian, 2022b). On 8 April, Twit-
ter reportedly again suspended the RT in Russian account, preventing RT from pub-
lishing any new posts, because of a previous tweet about a captioned Ukrainian 
soldier. 

3.8. Platform-wide bans 

On 12 March 2022, YouTube announced that it had banned all Russian state-spon-
sored media from the platform, “citing a policy barring content that denies, mini-
mizes or trivializes well-documented violent events” (Guardian staff and agencies, 
2022). 
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Method 

4.1. Platform Policy Implementation Audit 

To analyse these measure implementations consistently, we introduce a Platform 
Policy Implementation Audit method to examine how the mainstream digital plat-
forms have implemented their content moderation policies towards RT and Sput-
nik, review possible inconsistencies in that implementation, and potentially also 
detect how RT and Sputnik have sought to circumvent these measures. In doing so, 
we draw on previous studies of online censorship (Aceto & Pescapé, 2015), hard
and soft platform moderation measures (York & Zuckerman, 2019), and commercial 
content moderation (Roberts, 2018). 

Drawing from Aceto and Pescapé’s (2015) work, our method was designed to sys-
tematically observe the differences in content flagging, suspending, removing, and 
other common moderation measures associated with RT and Sputnik as targets, 
while also considering the apparent geographical location of the user as a poten-
tial trigger for differentiated restriction measures. The specific targets comprise 
the official RT and Sputnik accounts, pages, and channels, and their posts, in the six 
major languages covered by both outlets, as well as the video-focussed RT spin-off 
Ruptly (a total of 13 accounts). 

These are: 

Table 1: List of RT and Sputnik main branches 
RT MAIN BRANCHES SPUTNIK MAIN BRANCHES 

RT English Sputnik News 

RT Deutsch Sputnik Mundo 

RT France Sputnik France 

RT Arabic Sputnik Arabic 

RT Español Радио Sputnik 

RT Russian SNA (German) 

Ruptly 

We examine these for the six major social media platforms Facebook, Twitter, In-
stagram, TikTok, Telegram and YouTube. We further test for differences in the re-
strictive actions implemented against our targets that may be triggered by the 
user’s apparent geographical location, by attempting to access and engage with 
these accounts and their content from a total of ten countries, using a combination 
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of genuine in-country browsing and access via a VPN service that simulates access 
from these countries. 

In addition to Germany, Australia and Spain, where the coders were located, we in-
cluded seven further countries in our audit. To explore the implementation of re-
strictions there, we utilised the VPN software ExpressVPN. We based our selection 
of countries on the public announcements and actions about restrictions and bans 
against RT and Sputnik and sought to include countries that at the time of the au-
dit represented a range of official political positions towards Russia, from friendly 
(e.g., Hungary) through ambivalent (e.g., Germany) to hostile (e.g., Poland and, of 
course, Ukraine). Our list includes the following countries: 

• Germany (EU) * 
• Poland (EU) 
• Spain (EU) * 
• Lithuania (EU) 
• Hungary (EU) 
• United States of America 
• Australia * 
• United Kingdom 
• Canada 
• Ukraine 

(*: direct access; access from all other countries simulated via VPN software) 

By systematically accessing targets, 13 outlets, six platforms, and 10 countries, we 
trigger the platforms’ restrictive actions, and record the resulting content restriction 
symptoms that an ordinary user would experience; we further note any evidence of 
circumvention mechanisms that RT or Sputnik may have implemented in response. 

We note that in doing so, we can only speculate about the exact nature of the sur-
veillance or censoring devices that the platforms may have implemented (i.e., about 
how they identify the triggers that activate the censoring process, and how they 
implement their restrictions at the technical level), since these technical details re-
late to the human and algorithmic practices internal to these companies. Such de-
vices are likely to draw on a combination of human and algorithmic actions, how-
ever: broader content restrictions (such as the permanent flagging, suspension, or 
removal of RT or Sputnik accounts) may be implemented by human operators, 
while more targeted restrictions (e.g., takedowns or post flags) may result from the 
algorithmic review of content; similarly, algorithms may detect the user’s location 
and implement geographically differentiated actions on that basis, but the selec-
tion of which restrictions to implement in which location is a human policy deci-
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sion. 

The codebook for our audit, then, distinguishes 11 types of actions (or inaction), 
the list of which is based on our combined inductive observations, and existing lit-
erature on the most common content moderation practices (York & Zuckerman, 
2019). Table 2 depicts the codes and their descriptions. 

Table 2: Platform policy implementation audit codebook 
CODE DESCRIPTION 

NO MEASURES No observable measures applied to the RT or Sputnik social media account or its content. 

ON-SHARING BAN 
Users are prevented from sharing news stories from RT or Sputnik accounts or their domains on 
their own social media accounts. 

ON-SHARING 
FLAGGING 

When attempting to share RT or Sputnik content (using the relevant platform features, e.g., 
retweeting on Twitter, sharing a post on Facebook), users are warned that they are sharing 
content from Russian state-sponsored media, or containing mis- or disinformation, and must 
acknowledge that warning before proceeding with their on-sharing action. 

CLICK-THROUGH 
FLAGGING 

When clicking on links to RT or Sputnik content in social media posts, users are warned that 
the links may lead to potentially misleading content, or content from Russian state-sponsored 
media, and must acknowledge that warning before they can proceed to this content. 

FLAGGING 
The RT or Sputnik account in general, or a piece of RT or Sputnik content in particular, is flagged 
on the platform as originating from Russian state-controlled media or as containing mis- or 
disinformation. 

DEMONETISATION 
The platform bars RT or Sputnik from receiving income for advertising attached to their 
accounts or content. 

POST TAKEDOWN 
The platform has removed one or more posts from the RT or Sputnik account’s content feed, 
due to a violation of the platform’s policies or rules. 

TEMPORARY 
SUSPENSION 

Temporary suspension of the social media account from the platform for a violation of 
platform rules and policies. 

COUNTRY BLOCK The account or content of RT or Sputnik is not available in a particular country. 

BANNING FROM THE 
PLATFORM 

Permanent suspension of an RT or Sputnik social media account from the platform. 

THE PAGE OF 
RT/SPUTNIK ON THE 

PLATFORM DOES NOT 
EXIST OR COULD NOT 

BE FOUND. 

The page of RT/Sputnik on the platform does not exist or could not be found. (Note: this may 
also indicate that an account for the specific RT or Sputnik branch was never created on a 
particular platform.) 

To test our assumptions, we accessed our targets and engaged with their posts 
from 6 to 12 May 2022, with our team divided into three groups of observers in 
different physical locations (in Australia, Germany, and Spain). We further simulat-
ed accessing these targets from additional geographical locations by the VPN soft-
ware. In each country, we tested policy implementations for the desktop browser 
versions of the six platforms. Overall, this audit produces a comprehensive snap-
shot of the implementation of access restriction policies towards RT and Sputnik 
(and the target outlets’ attempts to circumvent such restrictions) as they were in 
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place on our audit date. 

4.2. Limitations 

This approach introduces several unavoidable limitations. Firstly, we simulate 
users based in seven countries by using a VPN service. In doing so, our study does 
not account for measures implemented by individual internet service providers 
(ISPs) in these countries, which are potentially also powerful actors in banning RT 
and Sputnik. The EU ban also concerns ISPs, which may have had to set up network 
blocks to implement the provisions listed in the ban directive (Biselli et al., 2022). 
However, such ISP-level network bans would directly target the websites of RT and 
Sputnik, while our study focusses on the social media platforms where their con-
tent may also circulate (Ó Fathaigh, 2022). 

Secondly, we tested only for those measures that platforms and governments said 
they would implement and did not investigate ‘shadow bans’ and other less obvi-
ous measures on digital platforms. Such adjustments to recommendation and 
ranking algorithms on platforms are difficult to test for systematically, however, 
and are therefore not included in our approach. 

Finally, we performed our audit only for the desktop browser versions of these 
platforms. Mobile versions were checked only for TikTok, to examine the discrep-
ancies on its desktop version that our audit revealed, which hinted that the plat-
form might display Sputnik and RT accounts differently on its mobile version. This 
assumption was confirmed. 

Findings 

5.1. YouTube 

YouTube has implemented the most consistent and homogenous policy towards 
the RT and Sputnik accounts across studied platforms. All the RT and Sputnik ac-
counts investigated were first demonetised (see section 2.4) and then banned en-
tirely from the platform following the beginning of the full-scale invasion, with no 
RT or Sputnik channels or videos accessible at all at the moment of analysis. The 
only such content that still circulates on YouTube therefore results from individual 
users re-uploading it; such attempts to help RT and Sputnik circumvent YouTube’s 
blanket ban on these channels are likely to reach a much smaller audience than 
the original channels themselves, however. 
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5.2. Facebook 

Facebook had demonetised RT and Sputnik’s branches and taken down posts by RT 
Russian at the beginning of Russia’s full-scale invasion in February 2022 (see sec-
tion 3.5). In addition, Facebook seems to comply with EU directives at least partial-
ly, and has blocked RT and Sputnik in most of the EU countries on our list: Hungary, 
Poland, Germany and Spain; they were also unavailable in Ukraine. However, we 
could still access these pages in Lithuania, which points to an unequal and incom-
plete implementation of the EU-wide ban. They also remained available in the US, 
UK, Australia and Canada. 

In those five countries where RT and Sputnik pages were still available, Facebook 
flagged any posts by RT and Sputnik as “Russia state-controlled media”; however, 
the pages themselves were not flagged as such (either in the search function of 
Facebook, or in the headers of RT and Sputnik Facebook pages). We also observed 
inconsistent patterns in the implementation of on-sharing flagging and click-
through flagging. In Australia, the US, the UK, Canada, and Lithuania, click-through 
flagging was not applied to RT Arabic, RT Español, Ruptly, Радио Sputnik (In English: 
Radio Sputnik) and SNA; while on-sharing flagging was not implemented for Sput-
nik Arabic. We note that except for Ruptly, which mostly posts video content, these 
are all non-English pages. Therefore, it is possible that, for reasons that we can 
only speculate about, Facebook’s implementation of such flagging (in countries 
where it was not compelled to block the pages of RT and Sputnik altogether) has 
focussed predominantly on the English-language versions of these pages. Previous 
Facebook document leaks in 2021 revealed that “Facebook under-invests in con-
tent safety systems for non-English languages” (Duffy et al., 2021) 

5.3. Instagram 

The Instagram pages of RT and Sputnik were inaccessible in all the EU countries on 
our list (including Lithuania); they remained available in the US, UK, Australia, 
Canada, and Ukraine. The latter is somewhat surprising as the other major plat-
form owned by Meta, Facebook, had banned both outlets’ pages in Ukraine: in their 
handling of these outlets, Facebook and Instagram thus take divergent approaches 
even despite their common ownership by Meta. 

In those countries where the Instagram pages remained available, the platform 
systematically flagged all RT and Sputnik accounts and posts as “Russia state-con-
trolled media”. On-sharing flagging was applied to the posts of most of these In-
stagram accounts, except Sputnik France, which received no on-sharing warning in 
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any of the five countries, and Sputnik Mundo and Радио Sputnik, which received no 
on-sharing warning in Ukraine but did so in the four other countries. Further, for 
Sputnik News we encountered on-sharing warnings only some of the time. 

Our exploration of click-through flagging measures on Instagram was limited by 
the fact that not every Sputnik or RT page posted stories during the audit time-
frame (where these links could be clicked). We could observe such click-through 
flagging for RT Arabic, Sputnik Mundo, and Sputnik Arabic in all countries except 
Ukraine, and for Радио Sputnik in the US. This may again point to an incomplete 
implementation of such measures across the different language versions of RT and 
Sputnik. Additionally, we noticed inconsistencies in the focus of these click-through 
warnings: Instagram generally warned users clicking on such links about the fact 
that the content was originating from Russian state media; however, if the story 
contained information about COVID-19, it instead warned about potential 
COVID-19 misinformation and did not highlight the nature of the outlet itself. 

Finally, our audit of the implementation of these restrictive measures on Instagram 
also produced evidence of RT’s efforts to circumvent such measures: notably, sto-
ries posted by RT Deutsch on Instagram led to an RT mirror domain: test.rtde.me. 
This alternative domain is likely to have been introduced to evade content, on-
sharing and click-through flagging as well as outright content bans. 

5.4. Telegram 

Telegram channels for Sputnik France and SNA were not available or did not exist 
at the time of our audit. The remaining Telegram channels of RT and Sputnik in our 
audit were not accessible in most EU countries: Germany, Poland, Hungary, and 
Lithuania. In Spain, where one of our coders was located, we could access these RT 
and Sputnik channels; however, when trying to access them through a VPN from 
Germany, the channels were not available. It is unclear what would have caused 
this variable accessibility. 

Except where it was required to conform with EU directives, in the rest of the 
countries Telegram did not implement any restrictions towards RT or Sputnik. This 
might be due to the well-known libertarian stance of its founder Pavel Durov and 
his opposition to government intervention in platform policies. 

5.5. TikTok 

There are no TikTok accounts for RT France, Sputnik France, Sputnik Arabic, and SNA. 
We could not establish whether RT Deutsch was an authentic TikTok account of RT, 
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as it did not receive any flagging, and there are no links from the RT website to it. 
For the others, despite TikTok’s announcement of a ban of RT and Sputnik accounts 
in the EU, the outlets’ accounts themselves remained available, but their videos 
were hidden when tested from EU countries (Germany, Poland, Lithuania, and Hun-
gary; Spain was an exception). 

Moreover, this pattern of active accounts but unavailable videos was observable 
only in the desktop version, while in the mobile version of TikTok all the videos 
posted by RT and Sputnik accounts remained visible. In the UK, which had asked 
TikTok to restrict access to the RT and Sputnik accounts, they were similarly 
blocked in the desktop version, while their videos remained available in the mo-
bile version; we observed the same in Canada, which has not explicitly announced 
any sanctions against the social media accounts of Russian state-sponsored media. 

In Australia, the United States, and Ukraine, Sputnik and RT accounts were consis-
tently flagged as Russian state-sponsored media, but the accounts and their con-
tent remained accessible to users. The most heterogeneous case in terms of incon-
sistent measures implemented against RT and Sputnik on TikTok was Spain. Tested 
from Spain directly, without using a VPN, we found that the main RT accounts, such 
as RT, RT Arabic, and RT Russian, were not available from the desktop version but 
available from the mobile version, while other accounts, such as RT Español, Ruptly, 
Sputnik News, Sputnik Mundo, and Радио Sputnik were only flagged as Russian 
state-sponsored media. There is no obvious explanation for this inconsistency. 

5.6. Twitter 

The implementation of restrictive measures on Twitter was inconsistent. In Ger-
many, Poland, Lithuania, and Hungary, almost all of RT and Sputnik accounts were 
blocked in compliance with EU directives. The exceptions were the accounts of 
Ruptly and Радио Sputnik, which, when checked from these countries, were only 
flagged. In terms of the country block enforcement in the EU, Spain was an exemp-
tion, as when accessed from it, the accounts of RT and Sputnik were flagged, and 
RT Deutsch had an on-sharing warning, however, no country-wide block was en-
forced. 

In the remaining countries, we found that all RT and Sputnik accounts were flagged 
as “Russia state-affiliated media” in Australia, the United States, the United King-
dom, Canada and Ukraine. The RT Deutsch account also received an on-sharing 
warning. Twitter’s differential treatment of RT Deutsch is especially puzzling. While 
our audit does not enable us to establish causality, we do note that, instead of 
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linking to rt.com, RT Deutsch’s tweets linked to a new domain pressefreiheit.rtde.live 
(which translates as ‘pressfreedom.rtde.live’); it is possible that this domain was 
adopted only after the initial implementation of content and on-sharing warnings 
in order to circumvent or at least protest what RT would have perceived as censor-
ship of its content, or that the special treatment of RT Deutsch on Twitter has re-
sulted precisely from the use of such blatant evasion techniques in the first place. 
(At the time of our audit, other RT accounts continued to link to standard rt.com 
URLs.) 

Conclusion 

Our systematic audit of the availability and treatment of 13 RT and Sputnik ac-
counts on six platforms in ten countries points both to substantial differences be-
tween countries and platforms, and to significant inconsistencies in the implemen-
tation of restrictive measures even within the same platforms. As we have noted, 
YouTube took the strongest action against these outlets by removing their chan-
nels entirely and globally from its platform since the beginning of the full-scale 
invasion. The other five platforms largely implemented the EU’s directive to ban 
these outlets at least in the countries where that directive applied with a few ex-
ceptions. 

This indicates that even the comprehensive global bans of RT and Sputnik content 
that sites like YouTube have implemented can only have a limited (if substantial) 
effect on the circulation of such content: given sufficient effort and motivation, 
new websites can always be created to publish such content, and new accounts 
can always be set up to disseminate it on leading social media platforms. However, 
this does not render the bans and other measures whose implementation we have 
audited here ineffectual or meaningless: while they cannot fully and permanently 
protect vulnerable populations from exposure to state-sponsored propaganda and 
disinformation, or prevent state-sponsored propaganda and disinformation from 
affecting the processes of opinion formation by democratic polities, they can sig-
nificantly delay and diminish the circulation of such content. 

Further, while we did not explicitly seek to identify such efforts systematically, we 
also noted clear evidence of RT attempts to evade and circumvent such restric-
tions. While our audit could not explicitly explore such circumvention measures, 
the fact that we noted them for both Twitter and Instagram points to an ongoing 
struggle between governments, platform providers, and these state media outlets 
about the unfettered circulation of RT and Sputnik content. A recent study by the 
Institute for Strategic Dialogue (see Balint et al., 2022) explores such circumven-
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tion strategies in more detail. This, in our view, is a prospective topic for future re-
search. 

While RT and Sputnik are important tools in the Kremlin’s information warfare ar-
senal, increasing attention is now also being directed to the activities of the ac-
counts of Russian embassies, ambassadors, and other official government accounts 
on various social media platforms. While in democratic systems there is usually a 
clear distinction between government, political, and media actors, and the protec-
tion of press freedom means that press outlets are largely free from such restric-
tions, in autocracies such as Russia the same distinction cannot be made, and 
‘press’ accounts such as those of RT and Sputnik merely represent another govern-
ment function. 

Should western governments proceed to implementing such bans or restrictions 
on the social media accounts of Russian state officials, then the audit approach we 
have utilised here will again be able to produce systematic insights into the imple-
mentation of such measures across platforms and countries. We note here, as 
above, that several limitations still apply to this approach. 

Our audit offers a systematic snapshot of the state of restrictions against RT and 
Sputnik from February to May 2022, but it is likely that the situation will have 
changed again since then, both as the outlets have attempted to further evade and 
circumvent these measures, and as governments and platforms have sought to 
strengthen their restrictions against the propaganda and disinformation published 
by RT and Sputnik. Regular audits of the implementation of such measures, and 
further research into the outlets’ efforts to disseminate their content through other 
efforts, would be valuable, therefore. Such audits could be used both to improve 
the effectiveness of existing measures, and to verify that platform providers have 
continued to implement them. 
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