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Abstract: Despite increased interest in the development of smart cities and urban spaces that cater 
to the needs of their inhabitants, there is a significant lack of information and experience when it 
comes to working with older people. URBANAGE is a European H2020 project focused on 
supporting urban planners and policymakers in the decision-making process for age-friendly cities 
by developing new technologies for evidence-based decision-making. Older adults over 60 years of 
age, public servants and other relevant stakeholders were invited to co-create and test the solution 
to ensure that their needs and challenges were being addressed by the project. Decision-makers 
are facing major challenges in terms of understanding and addressing the needs of vulnerable 
population groups, such as older people, because of the lack of large enough datasets of 
disaggregated anonymised data. In this article, we report on the main challenges encountered 
during the implementation of the URBANAGE project, and the development of the components for 
big data analytics, visualisations, predictive algorithms and simulation. Using examples from three 
European locations – Helsinki, Flanders and Santander – we describe and discuss how we can 
gather personal data related to the daily lives of older people in terms of the existing privacy and 
data protection laws in the EU. The use of new technologies, such as location-based information 
devices, can provide up-to-date and precise information regarding problems that older people face 
while moving around the city, but they pose privacy concerns at the same time. 

This paper is part of Future-proofing the city: A human rights-based approach to governing 
algorithmic, biometric and smart city technologies, a special issue of Internet Policy Review 
guest-edited by Alina Wernick and Anna Artyushina. 

Introduction 

Europe, along with many other regions of the world, is facing an increase in its 
ageing population, and the challenges that come with it. According to some esti-
mates, by 2050 the older population in Europe will increase by 39.3 million (Euro-
stat, 2020). At the same time, studies have noted that the rise in the proportion of 
older people in the total population has been accompanied by an increase in digi-
tal ageism, a new form of digital discrimination (Manor & Hersovici, 2021). These 
forms of discrimination may entail excluding older people from design considera-
tions or as a potential user group of particular services. Digital ageism refers to 
the assumptions and stereotypes associated with the abilities of older people to 
use and learn to use digital technologies (Köttl & Mannheim, 2021). This trend 
poses new challenges for cities in developing services. In many cases, decision-
makers and planners see technology as one possible solution to many of the chal-
lenges associated with ageing. Such solutions include care robots and other smart 
technologies, such as self-tracking and monitoring devices to help in everyday life. 
The development of smart city technologies has become an increasingly salient 
feature in urban planning and development. The development of digital twins for 
cities has been one example of how cities are seeking to implement new ap-
proaches to planning and design. Urban planning seeks to include a broader spec-
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trum of actors in the development and design process. This includes the develop-
ment and use of data-driven evidence-based decision-making tools (Angelidou, 
2016). 

In this article, we present the ongoing work that the URBANAGE project (Enhanced 
URBAN planning for AGE-friendly cities through disruptive technologies) is con-
ducting. URBANAGE aims to assess the potential benefits, risks and impact of im-
plementing a long-term sustainable framework for data-driven decision-making in 
the field of urban planning for age-friendly cities. Age-friendly refers to a more in-
clusive approach to city planning and development. Focusing on one type of vul-
nerable population allowed us to understand the specific needs of this target 
group. This model will be developed through an inclusive co-creation and testing 
strategy with relevant stakeholders (public servants) and users (older adults), 
based on a decision-support ecosystem that integrates multidimensional Big Data 
analysis, modelling and simulation with artificial intelligence (AI) algorithms, visu-
alisation through Urban Digital Twins and gamification for enhanced engagement 
purposes. Based on a thorough understanding of users’ needs, the project will vali-
date its findings by piloting use cases in three local planning systems in Europe 
(Helsinki, Santander, and Flanders) (URBANAGE, 2022). We focus on the use of in-
clusive co-creation processes used to develop and guide age-friendly urban plan-
ning, and also highlight some of the social, legal and ethical considerations that 
have arisen and been examined during the project thus far. 

Our work builds on and contributes to previous work on smart cities and citizen in-
volvement by testing and implementing approaches and methods for including 
older people in planning and developing smart city technologies (Cardullo & 
Kitchin, 2018). More specifically, in this paper we focus on the legal aspects and 
concerns entailed in collecting and including data from older people to explore 
how an inclusive approach to planning and development can help to mitigate 
some of the risks associated with data collection. These approaches to inclusion 
are not new (cf. Arnstein, 1969), but require re-thinking some of the new technolo-
gies that are being developed and deployed in smart city development. 

The inclusion of older citizens in urban planning reflects an interest in respecting 
basic human rights, as well as being more inclusive in decision-making. The role of 
digital governance and human rights has become a point of interest more recently, 
with programmes such as the United Nations Human Settlements Programme (UN-
Habitat) calling for improved representation and inclusivity in the development 
and implementation of digital technologies in cities (UN-Habitat, 2022). 
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The inclusion of older people in planning also recognises the concrete need to 
consider the rising costs associated with an ageing population, thereby pre-emp-
tively seeking solutions that may mitigate future expenses through planning. Giv-
en that urban planning and development are increasingly using and developing 
high-tech solutions and tools to help in planning, it is important to better under-
stand how human rights, especially with reference to older people, need to be con-
sidered and respected. Given that demographic projections show that Europe’s 
ageing population will peak in the coming decades, developing age-friendly cities 
is all the more important. Addressing the needs and challenges of older people re-
quires a non-traditional approach where multiple disciplines work together in de-
veloping holistic solutions for addressing the complexity of the urban environ-
ment. In the same way, new “disruptive” technologies are required to support such 
complex systems. The URBANAGE project aims to support civil servants in creating 
age-friendly initiatives by developing and piloting such new “disruptive” technolo-
gies. In particular, we examine the different needs and interests of three pilot loca-
tions: Helsinki, Santander and Flanders. In these three locations, we recruited a di-
verse, albeit small, group of older people for interviews and co-creation sessions. 
In addition, we conducted interviews with civil servants to discuss the challenges 
that they had identified in relation to inclusive planning that also considered the 
needs of older people. The three cases provide insights into the varying needs of 
the older population in these different locations, as well as the various capabilities 
and processes that are taking place in urban environments with different geo-
graphical and cultural specificities. Cities tend to have diverse capacities in rela-
tion to the data that they are able to collect (Ylipulli & Luusua, 2020; Walravenz et 
al., 2019; Díaz-Díaz et al., 2017), but access to and use of data on vulnerable popu-
lations can be particularly difficult to obtain. Common to all three locations, how-
ever, is an interest in making decision-making more inclusive, coupled with respect 
for human rights in the development and implementation of new technologies. 

Smart city initiatives have become prevalent during the past ten years, whereby 
cities see the increased use of digital technologies as the basis for improved deci-
sion-making and planning (Angelidou, 2017). At the same time, questions related 
to the increased datafication or intensification of data collection have renewed 
calls for discussions regarding rights and obligations, such as data justice (Wong et 
al., 2020; Dencik et al., 2019; Hoeyer 2016; Metcalf, 2015). These rights and oblig-
ations include the inclusion of affected populations in the design, development 
and implementation of new technologies. 

Our article is structured as follows. First, we will discuss some of the challenges 
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that cities face when addressing the needs and challenges of older people in the 
urban environment. Second, we will present the most salient features of the legal 
framework at the EU level, which has a bearing on urban planning. Third, we will 
discuss the development and use of different strategies to support civil servants in 
enabling age-friendly cities. Finally, we discuss the challenges and opportunities 
that relate to a rights-based approach to inclusive planning. Our paper concludes 
with a call for a more inclusive design and development approach for cities and 
civil servants as a robust way of mitigating rising costs. 

Challenges cities face when planning for older 
population groups 

Cities across the globe have been increasing the attention they pay to their resi-
dents’ well-being and flourishing as key factors in improving urban “liveability” 
(Cassarino et al., 2021). In part, this is a reaction to a perceived competition 
among cities to attract the brightest minds and most productive citizens, and 
therefore gain the best reputation (Florida & Mellander, 2015). Beyond that, it in-
dicates a sincere ambition to provide all residents with the capability to “live a 
good life” (Lloyd-Sherlock, 2002), as called for in the United Nations Sustainable 
Development Goals (SDG) 3 (“Good health and well-being”), 10 (“Reduced inequali-
ties”) and 11 (“Sustainable cities and communities”), for example. It is particularly 
with the latter motivation in mind that decision-makers and planners alike take a 
closer look at what could make their cities more just, more equitable and more 
liveable places for vulnerable groups such as children, low-income residents and 
older people, to name just a few (Derr et al., 2013). Although our research focus is 
specifically on older people, they share many common characteristics with other 
marginalised and vulnerable groups in that their voice and perspectives are often 
overlooked in the planning processes. 

Older people, despite representing a diverse and fuzzily delineated group, have 
become the focus of urban planners: their numbers are increasing (United Nations, 
2019), and many of the challenges they encounter in their everyday lives could be 
averted or eased by appropriate urban interventions. For instance, many older peo-
ple face challenges in realising their mobility needs, despite the ubiquitous oppor-
tunities of urban mobility. Accessing everyday places can be challenging for se-
niors, for instance, in a physical manner when it comes to long walking distances, 
poor infrastructure for active modes of transport or insufficient or inaccessible 
public transport. These factors also correspond to the most commonly voiced 
needs and wishes of older people participating in a series of focus groups de-
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signed to inform the URBANAGE project. The social and psychological barriers to 
participating in local communities, in political and social life on an urban scale 
and to asking for assistance should not be underestimated either, but many factors 
that limit older people’s lives could be dramatically improved with concerted ef-
forts to increase the quality of physical urban space. 

Cities, like most aspects of our lives, have undergone tremendous technological 
advancements in recent decades. Spatial data infrastructure(s) (SDE), once glorified 
centralised vaults of geospatial data accessible to all city departments, have 
evolved into smart city initiatives and digital urban twins: dynamic computer mod-
els mirror every detail of a city’s physical, organisational, and social realities to in-
form policymakers, planners and decision-makers “in real-time” – possibly fore-
casting the impact of anticipated decisions and changes. However, while not en-
tirely positivist or a reduction of a city to a single perspective, smart city infra-
structures share a critical limitation with other data science approaches: what can-
not be measured, cannot be recorded. 

It is challenging to gather data on older people, or on other marginalised groups 
(Wang et al., 2021; Rose, 2020). Typically, the data collected and analysed empha-
sises the interests of the majority group. This is further aggravated by a legacy – 
among other things – of transport-planning models assuming a representative 
“average resident”, who often implicitly ends up being white, middle-aged, male 
and middle class. More often than not, neither the model nor the data take mar-
ginalised groups and the most vulnerable residents into consideration (Wang et 
al., 2021). 

However, the lack of data does not stem from disregard. There are concrete and 
tangible reasons and motivations, ranging from technological and practical to eth-
ical and legal, why smart cities struggle to collect and provide data on older peo-
ple. From a practical perspective, it is worth noting that older people are the least 
likely to engage in a digital lifestyle and thus do not leave a particularly strong 
footprint in the digital world. Data derived from social media, for instance, cannot 
provide insights into the daily itineraries of older people, nor can data from fitness 
trackers give estimates on older people’s walking or cycling speeds. These pieces 
of data often exist, but when disaggregated by age, samples become too small for 
analysis, or certain groups are overrepresented. Willberg et al. (2021), for instance, 
found that young men and “super-users” are overrepresented in bike-sharing data. 
Along the same lines, Heikinheimo et al. (2020) observed that active athletes gen-
erate the most data on Strava, a fitness-tracking app. In datasets obtained by sta-
tistical bureaus or other data providers, such as telecom operators, data is min-
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imised and aggregated to protect rights to privacy and prevent unwanted individ-
ual identification. Minority groups are thus not visible in such data: a side effect of 
“privacy engineering” practices that aim to translate the vague concept of privacy 
into concrete requirements (Rommetveit & van Dijk, 2022). This is both legally and 
ethically desirable, but leaves planners without robust ways to guide their work. 

There is a growing consensus among scholars, practitioners and policymakers that 
urban planning and policy should strive to support their decisions with concrete 
evidence, also in order to improve residents’ acceptance of decisions that are al-
most always the outcome of complex mediation and negotiation processes be-
tween many competing interests (Krizek et al., 2009). It is imperative that this evi-
dence includes the voices and perspectives of vulnerable groups, but currently da-
ta often fails to represent them appropriately. New data need to be collected or 
derived, but legal, technological and practical concerns also need to be considered. 

Legal questions related to gathering personal data 
from older people in terms of EU privacy and data 
protection laws 

The need for mobility-based data from older people in urban 
planning 

In her report on the enjoyment of all human rights by older persons, Mahler (2020, 
p. 6) highlights the problems relating to the lack of data on the everyday realities 
of older persons and their enjoyment of human rights. She emphasises that it is 
essential to have disaggregated data on older people for inclusive and effective 
public policy making. The problem is that it is difficult to obtain such data. One 
possible way is to collect mobility data on older people through smart devices. 
Such data are particularly sensitive, however. The devices link location data, envi-
ronmental data and behavioural data with personal and physiological data, includ-
ing health- specific data (Mahler, 2020, p.10). Such data is impossible to 
anonymise at the municipal and country levels. Disaggregation of such data may 
still be possible, depending on the parameters used, if we could demonstrate that 
disaggregated data could be regarded as necessary to prove possible inequality 
and discrimination (Mahler, 2020, p. 8). 

The notion of disaggregative, anonymised data presupposes that anonymised data 
sets exist. However, when data collected through IoT devices comprises location 
data and can be linked to other data sources, anonymisation becomes virtually im-
possible. Farzanehfar et al. (2021) has shown that by using three months' worth of 
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location data, 93% of people are uniquely identifiable in a population of 60 mil-
lion, using four points of auxiliary information. 

In the following section, we analyse the process for gathering personal data about 
older people and their daily activities from the perspective of the EU’s existing pri-
vacy and data protection laws. While recognising that properly anonymised disag-
gregated-level data would be the best method for urban planning, it may be ex-
tremely challenging given the sensitivity of mobility data. In the following, we ex-
plore to what extent data anonymisation could be utilised in urban planning, and 
which legal basis, in terms of gathering personal data from older people, could be 
utilised in data protection law. 

Collection of mobility data in the URBANAGE use cases 

In the URBANAGE use cases, the limited number of participants made any type of 
anonymisation process impossible. The GDPR defines personal data as encompass-

ing both directly and indirectly identifiable data.1 Any information relating to an 
identified or identifiable natural person is to be considered personal information. 
To determine whether a certain person is identifiable, an account should be taken 
of all the means likely to be used, such as singling out, either by a controller or by 
another person, to identify the natural person directly or indirectly (Recital 26, 
GDPR). 

This means that even if a person cannot be identified by name, but that person can 
be pointed out in a crowd due to their mobility patterns, then the data relating to 
that person is personal data and subject to the GDPR. In addition to physical loca-
tions, location data from smartphones can also reveal interactions with other peo-
ple. Thus, location data can be regarded as one of the most sensitive types of data 
(de Montjoye, 2013; EDPB/EDPS Joint opinion, 2022). Older people are not explic-
itly afforded special protection in EU privacy laws. However, Article 21 of the EU 
Charter of Fundamental Rights prohibits discrimination based on age, among other 
factors. The EU General Data Protection Regulation (GDPR) affords strengthened 
protection for certain sensitive groups of personal data, namely data revealing 
racial or ethnic origin, political opinions, religious or philosophical beliefs or trade 
union membership, as well as genetic data, biometric data for the purpose of 
uniquely identifying a natural person, data concerning health or data concerning a 

1. According to Article 4.1 (1) ‘“personal data”’ means any information relating to an identified or iden-
tifiable natural person (‘“data subject”’); an identifiable natural person is one who can be identified, 
directly or indirectly, in particular by reference to an identifier such as a name, an identification 
number, location data, an online identifier or to one or more factors specific to the physical, physio-
logical, genetic, mental, economic, cultural or social identity of that natural person. 
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natural person's sex life or sexual orientation (Art. 9.1 GDPR). 

It is also specifically acknowledged in the GDPR that risks to the rights and free-
doms of natural persons of varying likelihood and severity may result from pro-
cessing personal data “where personal aspects are evaluated, in particular 
analysing or predicting aspects concerning […] health, personal preferences or in-
terests, reliability or behaviour, location or movements, in order to create or use 
personal profiles; where personal data of vulnerable natural persons [...] are 
processed […]” (Recital 75; emphasis added). 

The GDPR does not, however, exclude recognising older people as in need of extra 
protection. It is explicitly acknowledged that children constitute a vulnerable 
group of persons (Art. 8 in particular), but it is clear, albeit implicitly, that other 
groups of persons may also find themselves in a vulnerable position (Piasecki & 
Chen, 2022). From the point of view of those use cases, which focus on enhancing 
the possibilities offered by city planning, attention should also be given, in addi-
tion to direct identifiers, to the indirect identifiability attributes of an individual 
and the linkability of such data to other datasets. For example, if a person’s loca-
tion data, age and their possible elements of reduced mobility are collected, it 
might be possible to identify that person from their mobility patterns. 

Recently, the Court of Justice of the EU (CJEU) confirmed that inferred data is to be 
considered personal data. The court stated that the publication of personal data li-
able to indirectly disclose the sexual orientation of a natural person, on the web-
site of the public authority responsible for collecting and checking the content of 
declarations of private interests, constitutes the processing of special categories of 

personal data for the purposes of the provisions of the GDPR.2 In URBANAGE, this 
has been considered only with the explicit consent of the participating person. 

Data that is not directly identifiable, but consists instead of attributes enabling 
identification, is stored separately and referred to as pseudonymous data (Art. 
4.1(5)). Pseudonymous data is always personal data and subject to the GDPR. In 
contrast, when personal data is irreversibly anonymised so that it can no longer be 
attributed to a specific individual, it is no longer subject to the GDPR (Finck & Pal-
las, 2020). It should, however, be emphasised that collecting personal data for 
anonymisation purposes entails the processing of personal data, which is subject 
to the GDPR and requires a legal basis. 

2. CJEU Case C‑184/20, ECLI:EU:C:2022:601. 
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Even if the basic assumption of the GDPR is that anonymisation should be irre-
versible, it is nevertheless recognised that in real-world conditions, this is not like-
ly to be so clear-cut. According to the GDPR, “to determine whether a natural per-
son is identifiable, account should be taken of all the means reasonably likely to 
be used, such as singling out, either by the controller or by another person to iden-
tify the natural person directly or indirectly”. It further states that in determining 
how to assess which means are likely to lead to identifying a person, “all objective 
factors, such as the costs of and the amount of time required for identification, tak-
ing into consideration the available technology at the time of the processing and 
technological developments” should be taken into account (Recital 26) (cf. Data 
Protection Working Party, Opinion 05/2014; Purtova, 2022). 

There are certain categories of personal data which are notoriously difficult to 
anonymise in a satisfactory manner. In the following, we address specific issues re-
lated to collecting location data in the use cases of URBANAGE. 

Specific issues related to the use of location data 

Two of the use cases collected location data from smartphone applications. In one 
case in Helsinki, mobility data was collected from a separate IoT device. Collecting 
location data is regulated at the EU level by the ePrivacy Directive (Directive 2002/
58/EC). Location data is defined as “any data processed in an electronic communi-
cations network, indicating the geographic position of the terminal equipment of a 
user of a publicly available electronic communications service”. 

While the ePrivacy Directive primarily regulates the electronic communications 
sector, when communication is defined as any information exchanged or conveyed 
between a finite number of parties by means of a publicly available electronic 
communications service, it is also applied to situations in which an electronic com-
munication network is used to store information, or gain access to information 
stored in the terminal equipment of a subscriber or user. This applies , for example, 
to cases in which information is retrieved and stored in an application on a mobile 
phone. 

Storing or gaining access to such information presupposes that the user has given 
their active and specified consent as defined in Article 7 of the GDPR (Art. 5.3 of 
the ePrivacy Directive as amended by Directive 2009/136/EC). Full information re-
lated to the use of such data as required in Article 13 GDPR must be provided prior 
to asking for consent (see below). This means that the use of any information, such 
as the location data utilised in URBANAGE use cases, requires active and informed 
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consent from the application user whose data is being collected. Any further use 
of data also requires consent. However, preferably, the further use of data should 
occur in anonymised form, although it is generally recognised that anonymising 

location data is extremely difficult.3 Even the pseudonymisation of location data is 
close to impossible, which is why alternatives other than pseudonymisation should 
be considered (de Montjoye et al., 2018). 

Different types of consent 

At a general level, we can make a distinction between two types of consent rele-
vant to the use cases. So-called “ethical consent” is required when the participant 
agrees to take part in the research process. The GDPR-based consent provides a le-
gal basis for processing personal data. Both types of consent are based on the in-
dividual’s fundamental right to privacy and autonomy as guaranteed in the Euro-
pean Convention of Human Rights (Article 8) (Breen et al., 2020; Lee et al., 2019). 
Consent is also based on the EU Charter of Fundamental Rights, where the right to 
privacy (Article 7) and the right to data protection (Article 8) give comprehensive 
protection to individuals in relation to the privacy of their communications and the 
use of their personal data. 

Both types of consent presuppose that they are freely given and based on all the 
available information regarding the processing of the collected data. However, the 
GDPR-based consent is strictly regulated when used as the basis for processing 
special categories of data, such as health data or data about ethnic origin. In most 
of the URBANAGE use cases, we need both kinds of consent: consent for participa-
tion in the research or other activity, and clear consent for data processing. 

In order for a person’s consent to participate in a research process, such as an in-
terview, to be informed and freely given, full information with regard to the event, 
such as a co-creation session, and the further processing and use of their data af-
ter this event, must be given to the participant. In the URBANAGE use cases, par-
ticipation in co-creation workshops was based on this kind of consent, which we 
can refer to as ethical consent. 

According to the GDPR, consent as the basis for data processing means “any freely 
given, specific, informed and unambiguous indication of the data subject's wishes 
by which he or she, by a statement or by a clear affirmative action, signifies agree-
ment to the processing of personal data relating to him or her” (Art. 4.11 GDPR). As 

3. EDPB Guidelines 04/2020 on the use of location data and contact tracing tools in the context of 
the COVID-19 outbreak, 12 April 2020. 
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a legal basis in terms of Article 6, the consent must be given for one or more spe-
cific purposes (Art. 6.1(a)). In other words, the consent must specifically cover each 
intended data processing purpose. 

When the data processing involves special categories of data in terms of Article 9,4 

the consent has to be explicit and specified for one or more purposes. If it is given 
in a written declaration, which also concerns other matters, the consent for the 
processing of personal data must be clearly distinguishable from those other mat-
ters, and it has to be written in clear and plain language (Art. 9.2 GDPR). For UR-
BANAGE, this means that the consent for data processing is clearly distinguishable 
from the consent to participate in the research process, such as co-creation work-
shops. While no special categories of personal data were collected in the use cas-
es, mobility tracking could reveal such information at a later stage, such as partici-
pation in political meetings or visits to specialised health clinics. 

The data controller is accountable when it comes to ensuring that the general 

principles of data protection outlined in Article 5 of the GDPR are adhered to,5 and 
in being able to demonstrate that the data subject has consented to the particular 
data processing operation. It should also be noted that consent should not provide 
a valid legal ground for the processing of personal data in a specific case where 
there is a clear imbalance between the data subject and the controller. This could 
be the case when the controller is a public authority. In assessing this, the specific 
circumstances of the case should be given consideration (Recital 43). This should 
not apply to public universities where no such imbalance in research projects usu-
ally exists. Given the differing vulnerabilities of older people in terms of under-
standing the information pertaining to the research process and, in particular, the 
processing of their personal data, the consent should be adapted to their specific 
capabilities in relation to collection via smart devices (Piasecki & Chen, 2022). The 
data controller should also introduce appropriate safeguards to address the risks 
related to the collection of data by smart devices from older people (Malgieri & 
Niklas, 2020, p. 16). This could be done, for example, by warning them about un-
necessarily revealing sensitive information about themselves or other people 
when using voice-based communication enabled by a smart device. The project al-

4. Special categories of data in terms of Article 9 GDPR are data revealing racial or ethnic origin, po-
litical opinions, religious or philosophical beliefs, or trade union membership, as well as genetic 
data, biometric data when processed for the purpose of uniquely identifying a natural person, data 
concerning health or data concerning a natural person's sex life or sexual orientation. 

5. These principles are 1) lawful, fair and transparent processing of data; 2) purpose limitation; 3) da-
ta minimisation; 4) accuracy of the data; 5) storage limitation; 6) integrity and confidentiality of the 
processed data (Article 5.1 GDPR). 
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so explored how well this could be explained (in a transparent manner) to the par-
ticipants. 

In order for the consent to be valid, it has to be informed in terms of the GDPR 
(Arts. 12–14). The transparent processing of personal data is one of the corner-
stones of the GDPR and adhering to these provisions is obligatory when the data is 
acquired directly from the data subject, unless the controller can show that the da-
ta subject already has the information (Art. 13). When the data is acquired from 
other sources, the same applies with narrowly interpreted exceptions for scientific 
research, statistics or archiving purposes relating to situations when providing the 
information is impossible or extremely difficult (Art. 14.5). 

When the controller intends to further process personal data for a purpose other 
than that for which the personal data was collected, the controller shall provide 
the data subject, prior to that further processing, with information on that other 
purpose, and with any relevant further information from the information stipulated 
above. When the processing of personal data is based on consent – should the 
original consent not cover that further processing purpose – new consent is re-
quired. If personal data is linked with other data sources, this should also be com-
municated to the data subject. 

In URBANAGE use cases, AI is not used to profile individuals, nor for automated de-
cision-making in relation to them. However, the use of AI may pose risks of sin-
gling out individuals according to their mobility patterns. In this case, their identi-
ty could be inferred from their everyday mobility practices (EDPB Guidelines 04/
2020). This should be taken into account in the information leaflets distributed to 
participants, and be discussed during co-creation meetings and other stakeholder 
engagement. 

Pathways to developing inclusive planning: Co-
creation as a framework for evaluating user acceptance 
and willingness towards adoption 

Stakeholder engagement is the key to effectively tackling urban challenges re-
garding the development and introduction of fit-for-purpose smart city solutions. 
By engaging all the relevant stakeholders (i.e., governments, research institutions, 
end users, private actors) in a co-creative manner, the solution will be tailored and 
tested to holistically address the needs and challenges of all the engaged actors. 

As smart city solutions typically involve the collection and analysis of (personal) 
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data to support decision-making processes, new challenges arise that can affect 
their final adoption. Co-creation methodologies can play a key role in addressing 
these challenges by involving the end users (i.e., the data providers and subjects) 
and their perspectives in the development and evaluation of the transparency and 
trustability of the introduced solution. 

In the context of the URBANAGE project, co-creation methodologies were imple-
mented to collect and validate stakeholders' requirements, and to test the solution 
in the different development stages. Van Leeuwen et al. (2022) describe the details 
of the approach and its implementation in the project. The framework consisted of 
three phases: preparatory phase, three co-creation workshops with older adults 
and civil servants, and a final recommendation phase. The preparatory phase 
aimed to collect relevant information about the domain and context of the project. 
This was specifically aligned with the needs and interests of the three pilot sites. 
The co-creation workshops aimed to collect information on and validate the needs 
and challenges of adults and civil servants. Finally, the reporting phase collated 
the results into an actionable document with recommendations targeted at an im-
plementation plan or policy. 

To ensure that all relevant stakeholders were engaged in the co-creation and test-
ing activities in all URBANAGE pilots, we developed a stakeholder engagement 
plan. In co-creation, time is reserved to engage with individual participants and 
explore urban planning and the developments that they are concerned about. Co-
creation can also be used to encourage participants to ask questions about data 
collection and its possible subsequent uses, whereby planners and experts can 
gain a better understanding of the concerns and needs of vulnerable populations. 
Co-creative relationships with the data subjects would also make it possible to in-
troduce dynamic consent into the devices that would communicate with the data 
subjects and give them information about new uses of data for which their consent 
was requested (Cf. Helbing et al., 2021). 

In addition, considering the specific needs and characteristics of senior citizens, we 
developed a user engagement guide to support the different project activities with 
older citizens. Three co-creation workshops were organised in each of the three pi-
lots. The first, with older citizens, aimed to ascertain the needs and challenges 
they faced when navigating the urban environment. The second, targeted at civil 
servants, aimed to validate the previously collected requirements and to ascertain 
the needs and challenges related to promoting age-friendly initiatives. The third, 
targeted at civil servants and older citizens, aimed to validate the requirements 
collected during the previous co-creation workshops by using user journeys. Each 
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of the three pilots, based on the technical feasibility and available data sources, 
then developed an implementation plan. 

Each pilot decided to implement two complementary solutions: one solution tai-
lored for civil servants and the other for the older citizens. The first solution con-
sisted of the development of an urban digital twin to support civil servants in the 
age-friendly data-driven decision process. Two pilots (Flanders and Santander) de-
veloped a solution to support older people in navigating the city. The Helsinki pi-
lot proposed a solution focusing on the use of IoT devices to collect data about the 
end-user’s perception of the urban environments. 

In all of the pilot implementation plans, it was clear that the available data 
sources were not sufficient to inform the designed solutions, due to a lack of dis-
aggregated and anonymised location data. In some cases, this was because data 
providers did not collect information about specific segments of the population 
(e.g., age). In others, as in the case of the Flanders pilot, the law prohibited the da-
ta processor from accessing personal records and conducting anonymisation 
processes. Moreover, even when allowed, the legal and anonymisation procedures 
were too complex to be performed in the context of the project implementation. 
Finally, other types of open data (e.g., accessibility data) were not available in the 
required data format (e.g., pdf, cad files) and they could not be linked with other 
GIS data (e.g., roads, buildings). 

As a result of this analysis, all the pilots decided to integrate an additional data 
collection process as a part of the application tailored to older citizens. This re-
quired the older citizens to provide consent for the collection and processing of 
their personal data for the purposes described. 

Although the Covid-19 pandemic accelerated internet usage and technology adop-
tion among the older population (Sixsmith et al., 2022), older citizens are increas-
ingly more prone to cybersecurity concerns and scams because of their lack of dig-
ital skills and competences (Nicholson et al., 2019). This issue shows how technol-
ogy adoption per se is not sufficient and needs to be supported by technology that 
is designed to be understandable and explainable. 

In this phase, the co-creation methodologies played an additional fundamental 
role in educating the end users about the data collected, the processing proce-
dures and their implications. This step was crucial in gaining trust in the trans-
parency of the proposed solution, and hence in favouring its adoption. This was 
achieved by integrating trustability and transparency as a part of the requirements 
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in the early phases of design and development. Special attention has been devot-
ed to the creation of dedicated consent forms that took into account the lack of 
digital proficiency by making them easy to understand for the end users. This iter-
ative process also addresses more general aspects concerning the explainability of 
the technology (Helbing et al., 2021). 

Given the inputs collected in these phases, the pilots are now proceeding in the 
development phase. Further testing activities with end users are foreseen during 
the different intermediate steps of the development, to inform them about, and 
help them adapt, to the subsequent iterations, with a view to informed and edu-
cated adoption. 

Challenges of inclusive rights-based urban decision-making 

With the rise of smart city technologies, the possibilities afforded to data collec-
tion and use in decision-making tools are increasing considerably. At the same 
time, GDPR and other legislation impose specific requirements on the legal basis 
for data collection and storage. The collection of data from vulnerable groups, 
such as older people, poses further challenges in that vulnerable groups ought to 
be afforded special protection. At the same time, data collection is essential in 
helping to identify ways in which the needs of vulnerable groups can be met. 

Current approaches to data collection tend to view informed consent as a technical 
and legal process in which engagement with the data subject is minimised to for-
malised forms and documents. One of the goals of the URBANAGE project has 
been to highlight the robustness of ongoing engagement through processes of co-
creation and testing. 

An example of the strength of this approach relates to difficulties in the anonymi-
sation of location data. Location data can prove to be sensitive in nature despite 
the best efforts to try to anonymise data. Consequently, the co-creation process 
used in the pilots helped to provide crucial information for developers on the pos-
sible privacy trade-offs and concerns that vulnerable groups may have regarding 
the use of such data. At the same time, the co-creation process also allowed the 
older participants time to ask questions and reflect on the nuances associated with 
location data and privacy. Although co-creation may not be scalable in relation to 
large datasets, using this approach with smaller focus groups and pilot studies can 
help to identify possible concerns, as well as provide an important engagement 
opportunity with vulnerable and marginalised communities. Although urban deci-
sion-making may not necessarily need high resolution in planning and develop-

16 Internet Policy Review 12(1) | 2023



ment, the process of engaging vulnerable groups helps to provide important in-
sights that can be used in planning cities that are more inclusive. In the Flemish 
pilot, the outcomes of the co-creation workshops, together with the implementa-
tion challenges, provided meaningful insights for the cities and the region about 
how to develop their data platform to support age-friendly initiatives. During the 
early development phase of scoping for technologies, the Flemish developers un-
derstood that the collection of sensitive health data was not necessary for devel-
oping their pilot. Consequently, instead of seeking to collect sensitive health data, 
the pilot sought to ask users what types of outdoor environments they preferred to 
spend time in. This approach led to the development of an application in which 
users can anonymously identify outdoor areas that are shady and pleasant on hot 
summer days. Although the URBANAGE project has focused on older individuals, 
their approach can be useful for other stakeholders, regardless of age or possible 
vulnerability. The co-creation sessions organised in the three locations also al-
lowed city planners to better understand the concerns and questions that older 
people may have with regard to privacy. For example, given the possible benefits 
that the research may provide, certain types of data collection or tracking were 
considered acceptable. As such, engagement with older people also provided im-
portant opportunities to better understand and implement design-based ap-
proaches to data protection (Rommetveit & van Dijk, 2022). 

Current legislation requires that end users be able to understand the risks associ-
ated with any type of data collection. Given that the collection of location data – 
even when collected using a non-identifiable device – can lead to the identifica-
tion of individuals, it is of utmost importance to explain and discuss these chal-
lenges in a transparent manner. This approach shows respect for participants and 
allows them to discuss and present any concerns or questions they might have. 
This is also an important form of empowerment for otherwise marginalised 
groups, such as older people. 

Although smart city technologies rely heavily on automation for data collection 
and processing, the URBANAGE project highlights the need for and importance of 
human engagement in planning and development (Helbing et al., 2021). This is 
particularly important with regard to vulnerable populations such as older people. 
Although different cities have vastly different data collection capabilities and 
smart city implementations (Ylipulli & Luusua, 2020; Walravenz et al., 2019; Díaz-
Díaz et al., 2017), this project has highlighted how co-creation can be used in mul-
tiple different contexts to better understand the needs of the older population. 
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Conclusion 

With the URBANAGE project, we provide an example of how data from older peo-
ple can be collected and used to inform age-friendly and inclusive decision-mak-
ing tools. Although the scaling of data collection poses challenges for co-creation, 
our study suggests that co-creation is an excellent and feasible approach when pi-
loting new studies and developing technologies that support the real needs of in-
habitants and civil servants. 

In many countries and cities which strive to adopt smart city technologies, data re-
mains in silos, which poses a challenge for more effective data analysis regarding 
vulnerable population groups, such as older people. Current trends which empha-
sise data justice and data self-determination suggest that engagement with study 
populations can help address participants’ concerns, especially when working with 
vulnerable population groups. Co-creation and engagement practices provide im-
portant benefits with regard to concerns over transparency, consent and anonymi-
sation. When new technologies are used – such as location-based data collection 
– concerns may be raised regarding privacy and anonymity, and creating and 
maintaining spaces for dialogue. The co-creation sessions in the URBANAGE pro-
ject help to address some of these issues. 

More effort should be made to develop applications, programmes and smart city 
technologies that take better account of the specific needs of older people, so that 
policymakers can inform their decision-making with evidence from this vulnerable 
population group. The data collection components of such applications should be 
developed and facilitated with transparency, and keep ease of use and accessibility 
in mind to enable truly informed consent-giving. 
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