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Abstract:  The  current  massive  surge  of  digital  data,  measurements  and  new  forms  of
(algorithmic) valuation affects emergency situations (both natural and human-made crises) and
emergency  management  systems.  By  introducing  ‘big  crisis  data’,  the  very  concepts  of
emergency  and  crisis  rely  heavily  on  the  calculations  of  events  and  crowd  behaviour,
constituting, controlling and shifting the interplay between different actors. From a critical data
perspective, this paper focuses on the entanglements of crisis digital data assemblages with
human and institutional  actions,  stressing the risks  and challenges  of  the  underlying data
practices of two key processes - what could be called valorisation and singularisation.
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INTRODUCTION

“During the early 1990s, when the web and mobile phones were still in their infancy,
it often took weeks to collect detailed information on disaster damage and needs
following major disasters. Towards the end of the 2000’s, thanks to the rapid growth
in smartphones, social media and the increasing availability of satellite imagery plus
improvements in humanitarian information management systems, the time it took to
collect crisis information was shortened. One could say we crossed the 72-hour time
barrier on January 12, 2010 when a devastating earthquake struck Haiti. Five years
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later,  the  Nepal  earthquake  in  April  2015  may  have  seen  a  number  of  formal
responders crossing the 48-hour threshold.” (Meier, 2015b)

The development of the day-to-day data practices in emergency1 management requires, on the
one hand, an always growing set of available ‘big data’ (see Uprichard, 2013; Ulbricht & von
Grafenstein, 2016; De Filippi, 2014). On the other hand, it challenges traditional human-centred
analysis  in different ways (e.g.,  summarised by Olteanu et  al.,  2015),  as the collected data
present an almost insurmountable obstacle for the processing power of humans. Machine-based
computational approaches seem to be the only option to face this challenge, both regarding the
volume and velocity of available data generated during an emergency event and, the immediate
necessity to find valuable information - with little value in ex-post analyses.

In general terms, this in-time analysis of incoming Big Crisis Data (Castillo, 2016) has been
consolidated and consists of such activities as predicting, detecting and monitoring crisis events
and their evolution; predicting, monitoring and controlling crowd behaviour through sentiment
or network analysis; detecting rumours, or classifying texts and analysing images to find specific
information regarding sub-groups (e.g., people seeking help or shelter, people offering help,
etc.)  (see Castillo,  2016;  Meier,  2015a).  This  data-based crisis  management is  constituting,
controlling and shifting the interplay between different actors, such as the population directly
affected by the emergency,  volunteers,  networked individuals (mainly through social  media
platforms), civil protection agencies, but also developers of algorithms, researchers, big data
experts  and  ‘the  crowd’  by  means  of  mainly  artificial  intelligence  (AI)  driven  emergency
technologies. Further and as human lives are at stake, this technology-mediated arrangement of
individuals and groups faces specific requirements regarding the reliability and precision of the
results, while at the same time, it is confronted with such concerns as protecting the privacy of
the affected individuals in especially vulnerable positions.

Therefore, the paper adopts a data-sensitive and critical perspective.

By following reflections of critical disaster studies, Crawford and Finn (2015) refer to the degree
that crises are bound in space and time. They also represent unique, singular events, which – at
least in the case of data-driven emergency management – have to be calculated. Hence, these
practices can be interpreted as a new manifestation of “calculating the social“ (Vormbusch,
2012) and “controlling the future” (Vormbusch, 2009). Relevant aspects of the social are being
redefined on the basis  of  calculative practices  (Hopwood & Miller,  1994).  Whereas critical
accounting studies and parts of economic sociology are influenced by the notion that numbers
should be studied as a dominant form of cognitive knowledge, this paper will study quantitative
approaches  to  emergency  management  as  an  emerging  practice  in  the  frame  of  the
transdisciplinary  ‘valuation  studies’  (Lamont,  2012).  From  this  perspective,  data  driven
emergency  management  systems  presuppose  the  ongoing  calculation  and  valuation  of
(transient) events.

The paper asks (1) what do these calculative practices look like, how do they come into practice,
and (2) how do they mediate between and affect different roles of the various stakeholders
involved in the crisis? The aim is not only to shed light on the interplay between different actors,
but also to understand how measurements and visualisations – based on big data analysis and
algorithms – draw attention to (singular) events.  The next section develops the theoretical
approach of this study, anchored around the idea of valuating singularities. Then, the paper
presents three contrasting platforms as examples -  an open platform for disaster response,
Facebook’s disaster response and Google public alerts, before concluding with some remarks on
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the role of calculated singularities in the context of big crisis data.

THEORETICAL FRAMEWORK: VALUATING
SINGULARITIES
From a  critical  perspective  on  data,  the  present  paper  follows  transdisciplinary  ‘valuation
studies’ (Lamont, 2012), as the focus lies on the calculative practices and how they mediate
between and affect different roles of involved actors. Valuation studies examine social practices,
by which actors attribute value to social events, individuals and/or groups. Most of these studies
reveal how multiple registers of worth are implicitly or (in the case of algorithms) explicitly
drawn together to establish notions of worth and to make things commensurable – and thereby
comparable, hence how to “attribute a monetary value to intangible things“ (Fourcade, 2011, p.
1721)  and  how  to  find  valuable  insights.  Hence,  valuation  understood  as  a  practice  is
performative (Krüger & Reinhart, 2017).

This permanent valuation and valorisation – as one of the key practices of current society –
leads to – what Reckwitz (2017) designates as – a “society of valorisation”2. Through the process
of valorisation, singular objects, individuals – but also events and groups – are recognised (and
hence created) by means of their “self-complexity with inner density” (Reckwitz, 2017, p. 61).
Practices of observation, valorisation, production, and appropriation (Reckwitz, 2017, p. 29)
form  part  of  “doing  singularity”  (Reckwitz,  2017).  Reckwitz  does  not  follow  Kurzweil’s
understanding  of  “technological  singularity”  (Kurzweil,  2005)  in  the  context  of  artificial
intelligence and transhumanism, but defines singularity as a performative social process, which
follows the logic of the unique in contrast with the logic of the general (Reckwitz, 2017, p. 11).
This singularisation is – according to Reckwitz – based on the interplay of three structural
elements: the rise of cultural capitalism, the “postromatic revolution of authenticity” and the
success  of  digital  technologies  (Reckwitz,  2017,  p.  19;  emphasis  in  the  original  version).
Focussing on the last moment, “(t)he technological complex of computers, digitalism and the
internet allows and forces a continuing fabrication of subjects, objects and collectives as unique”
(Reckwitz, 2017, p. 227).

Observation, valorisation, creation and adoption form part of the practices of “doing singularity”
and the so-called “work of singularisation” (Reckwitz, 2017, p. 68). By this, Reckwitz underlines
the importance of the digital network which, on the one hand, does generality by standardising,
classifying and typifying (Reckwitz, 2017, p. 31-36) inside the “machine-machine-interaction”
(p. 232-233), while as a result it favours singularities by detecting, certifying and valuating
them. In this sense, there is a permanent oscillation between generality and singularity in the
day-to-day (data) practices, but – according to Reckwitz’s hypothesis – the overall tendency in
contemporary society evolves towards a “society of singularities” (Reckwitz, 2017).

From this point of view, data driven emergency management systems require the permanent
calculation and valuation of (transient and singular) events. By detecting and recognising events
as  relevant  (or  irrelevant)  or  classifying  pertinent  information,  calculating  devices  are
organising and – probably even more importantly – creating what is going on in the (crisis)
world. By this, they render some things visible and others invisible, consequently generating and
constructing  events  and  actionable  insights  and  therefore  contributing  to  the  “emergency
imaginary” (Calhoun, 2004). This social imaginary relies on the underlying social and cultural
dynamics that shape both the production of  emergencies and the production of  responses.
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Calhoun  emphasises,  e.g.,  the  (current)  managerial  orientation  in  emergency  relief  with
emergencies considered to be disruptions of normal life;  the naturalisation of emergencies,
attributing them to natural (and not human-made) causes; or the understanding of emergencies
as short-term and solvable problems. These elements influence both perception of and action in
emergencies, hence, shifting the understanding and construction of the concept itself. Hence,
the emergency imaginary “is not merely a description of the world, more or less accurate, but an
abstraction that plays an active role in constituting reality itself” (Calhoun, 2004, p. 17).

METHODOLOGY
The paper is based on participant observation involved with a three-year, EC-funded project,
entitled  SUPER  -  Social  sensors  for  secUrity  Assessments  and  Proactive  EmeRgencies
Management.3 It included participatory observation of technical meetings, review sessions and
weekly telephone conferences, qualitative interviews with involved partners and associated end-
users,  questionnaires  with  affected  and  involved  publics  (e.g.,  participating  volunteers  in
validation pilots), review of current state-of-the-art, comparison of different best practices and
case studies, and presentations and group discussions with emergency agencies, experts and
stakeholders.4

The following examples arise from a qualitative content analysis of this research. They were
selected as  illustrative  examples  to  show data  practices,  involving different  actors  and the
generalisation of valuable insights by means of different assemblages:

1. Artificial Intelligence for Disaster Response (AIDR) - as an example for an open platform
dependent on crowd-sourcing work;

2. Facebook disaster and crisis response - as an example for a platformised service, mainly based
on metadata analysis;

3. Google public alerts - as an example of a user-centred platformised service.

To  reduce  complexity,  the  following  analysis  will  be  limited  to  some  key  features  of  the
corresponding actor-networks: data providers, types of data collected, types of platform and
basic functioning, target groups, and the development and implementation of taxonomies.

AIDR – ARTIFICIAL INTELLIGENCE FOR DISASTER RESPONSE PLATFORM
AIDR5 combines human and artificial intelligence with the aim to find actionable insights for
humanitarian organisations, such as the Red Cross, by “automatically identify(ing) needs and
offers of help that were being posted on Twitter” (Meier, 2015a, p. 100). In its beginnings, it was
developed  by  a  group  of  data  scientists  at  the  Qatar  Computing  Research  Institute.  It  is
implemented  as  a  free  software  platform  that  can  run  as  a  web  application,  or  can  be
downloaded to create one’s own instance. Humanitarian organisations, individuals, or other
institutions can use the open access platform for their needs and in their specific context.

The AIDR-platform works as follows: in a first  step,  the AIDR-platform crawls Twitter for
relevant Tweets (based on specific hashtags, geolocation, etc.). Hence, in the beginning of the
process, two platforms (AIDR and Twitter) have to interact through the corresponding API, with
AIDR directly relying on Twitter policies: in consequence, a policy change, such as the limitation
(or not) of Tweets to 140 characters, affects the whole AIDR-platform. In a second step, “the
crowd tags tweets and messages they find relevant and the AI engine learns to recognize the
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relevance patterns  in  real-time,  allowing AIDR to  automatically  identify  future  tweets  and
messages.” (Meier, 2015b) Through this process AIDR facilitates the collaboration of different
(human) actors and machines to work together and to “apply human intelligence to large-scale
data at high speed” (Imran et al., 2014). For this, AIDR classifies the content of the messages
and does not rely on metadata. Metadata could additionally be used to geolocate the classified
tweets  on  a  corresponding  map  if  further  features  were  added  to  the  existent  platform.
Moreover, the platform is flexible regarding the cultural context, can be used in any time frame
considered necessary, requires minimal informatics knowledge, but most of all, requires a good
and stable network of actors (publics), as the platforms functioning is based on the interplay
between the platform itself, tweets generated by users, a crowd of volunteers to annotate the
tweets, an algorithm which learns from the training data set and an organisation which uses the
insights (see Imran et al., 2014).

This represents a complex interplay of different actors and data on a free platform, which offers:
an open API with a commercial platform, real-time machine learning algorithms powered by
crowd-sourcing to automatically identify relevant tweets and text messages in an exploding
“meadow of digital data” (Meier, 2015b). Apart from its dependence on Twitter, it also relies on
a close human-machine interaction, which presents specific challenges, such as enabling time-
critical crowd and volunteer mobilisation, retaining volunteers or reducing the corresponding
articulation work (Castillo, 2016, p. 117; Burns, 2015; Al-Ani & Stumpp, 2016). At the same time,
these actors – networked through a specific AI-powered platform – constitute a complex system
with its own accountability (see also Eggenschwiler, 2017). Thus, the corresponding valuating
data  practices  are  embedded  in  the  already  existing  crisis  practices  of  humanitarian  aid
organisations,  enhancing  the  cultural  and  context-sensitive  tagging  and  classification  of
humans.

FACEBOOK – DISASTER AND CRISIS RESPONSE
In cooperation with some international and humanitarian organisations (as well as experts in
digital  humanitarianism),  Facebook  has  recently  developed  a  number  of  services  to  share
actionable and real-time data during disasters with humanitarian aid organisations, addressing
concerns on privacy-preserving and consistence with the legal standards of data sets (Meier
2017). Its aim is to fill critical data gaps – which mainly exist in the first hours of a disaster – by
means of updates every 15 minutes, providing access to data from some 1.86 billion online users
(Meier, 2017).

Facebook’s evolving set of ‘services for disaster and crisis response’ includes:

1- ‘Safety Check’, which connects Facebook users with friends and family members during a
disaster, inviting users, who might be affected by a crisis, to ‘check in safe’ by means of a click.
Therefore,  and  after  some  initial  criticism  regarding  the  (manual  and  internal)  activation
mechanism of  the  safety  check,  Facebook implemented a  new procedure  combining  event
detection – specifically a certain number of people posting about a specific crisis – plus an
authorised signal – based on an alert from one of Facebook’s third-party sources;6

2- ‘disaster or density and movement maps’, which are available for humanitarian end-user
agencies through dedicated APIs and visualisations, providing information about the location
and specific movements of populations at risk. These aggregated maps across time and space are
mainly based on the processing of metadata (for further detail, see Maas et al., 2017).

Facebook’s  disaster  response services generate new data assemblages by “reassembling the
social” (Striphas, 2015, p. 406), in this case centralised on a private and commercial platform,
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which monopolises, valuates and capitalises ‘lively data’ of people, networks, and emergencies.
By this, platforms – as key players in the power play of data practices – do not only accumulate
(meta-)data and generate instant and retrospective “knowledges” (Burns, 2015, p. 9), but they
monopolise “network-making power” (Castells, 2009, p. 42-47). That is, they make networks in
their  role  as  programmers  and  switchers,  constituting  and  (re)programming  sub-networks
according to new goals.

Hence, new services for crisis management not only reschedule a different network with new
(institutional) partners, but the insights drawn from this network and its (mega-)data can also
be  (re-)connected  to  other  sub-networks.  Hence,  there  is  a  conceivable  risk  that  different
services on the same platform share the knowledge about needs of specific groups or users, in
turn commercialising and capitalising on the vulnerability of an already vulnerable and affected
population. By doing so, the detection of singular (crisis) events is automatically connected to
the identification of singularly vulnerable groups and / or single users. In the context of the
ongoing  platformisation  (Gillespie,  2015),  this  corresponds  to  the  commercialisation  of
singularities of events, of groups and of victimisation, which raises major ethical implications
and demands specific regulation to counteract secondary victimisation through algorithms, such
as by focussing on some affected groups while forgetting others.

GOOGLE PUBLIC ALERTS
In contrast to the previous two examples, Google’s alerts – designed to respond to natural
disasters, severe weather warnings, and terror attacks – function as an “emergency broadcast
service” (Interview I01).7 Google cooperates with government agencies, as its event detection
completely relies on official and government partner agencies providing the required and hence
automatically confirmed information by means of a specifically structured format. In a second
step, Google expands this information with information from Google News and its traffic app
Waze.  By  augmenting  the  officially  provided  information  with  real-time  situational  and
additional context information, Google offers push-up alerts for registered users, personalised
maps with specific (local) information on shelter, and the availability of other emergency relief.
Google’s main challenge lies in “making its alerts more actionable” (Interview I01), struggling
with end-users’ data (il)literacy, their lack of local knowledge, or specific problems linked to
stress  reactions  in  emergency  situations.  Consequently,  Google  aims  to  provide  valuable
personalised information and actionable insights for each specific user.

This example differentiates from the previous two platforms, as it defines its own users as the
target group of the calculated and valorised actionable insights. Continuing the reflection on the
platformisation of big crisis data from the previous example, Finn et al. (2017) write accordingly
“that the use of big data in crisis exemplifies the Janus-faced nature of surveillance, as crises are
a key area in which the “care” elements of surveillance practices emerge, but where control
elements  of  surveillance  may  also  be  apparent.”  Consequently,  Google’s  aim  to  provide
‘actionable  insights’  for  its  users  through  Google  alerts  combines  practices  of  care  and
surveillance, e.g., using users’ geolocation data in order to detect their location, to offer them the
right  information  for  that  specific  location,  to  follow  their  movements,  etc.  by  means  of
calculating and valuing their singularities. In order to mitigate some of the corresponding risks,
the involvement of humanitarian organisations seems to be crucial (see Finn et al., 2017), as
they have already established protocols on emergency-sensitive practices.
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CONCLUSION
The examples on the interplay of different actors and platforms in big crisis data highlighted
three specific aspects, which are relevant for further ethical reflections:

Table 1: Key features of data practices and involved actors

 AIDR Facebook disaster
and crisis
response

Google public
alerts

Data provider Twitter users /
other platform via
API

FB users / own
platform (all data –
also retrospectively
available)

trusted government
and news sources, as
well as aggregate
information from
Google News and the
traffic app Waze

Type of data analysis of content
data

specific content data,
but mainly analysis of
metadata

combination of
content and
metadata

Platform open platform closed commercial
platform

closed commercial
platform

Target group humanitarian aid
organisations

humanitarian aid
organisations

Google users

Development and
implementation of
taxonomies

humanitarian aid
organisations /
crowd of digital
humanitarian
volunteers /
algorithm

FB – engineers and
developers + experts
in humanitarian field

Google – engineers
and developers +
experts in
humanitarian field

First, the ‘flowing’ of data from one platform to another, such as the case of Twitter-data to the
AIDR-platform  or  from  ‘trusted  government  and  news  sources’  to  Google,  stresses  the
networked,  hybrid,  and  flexible  character  of  data,  which  get  permanently  assembled  and
reassembled.  Van  Dijck  (2014)  describes  this  dynamic  as  the  “gradual  normalization  of
datafication  as  a  new paradigm in science and society” (van Dijck,  2014; emphasis  in the
original version). In this sense, datafication is defined as the “transformation of social action
into online quantified data, this allowing for real-time tracking and predictive analysis” (Mayer-
Schönberger & Cukier, 2013). These unfolding (meta-)data practices affect human beings, as
their singularity is defined by means of their datafied assemblages, representing them as simple
“dividuals” (Deleuze, 1992). But they also redefine the policies and concrete help in emergency
events, by introducing new forms of valorisation and consequently new forms of biopolitical and
technological  control  or  in other  words “dataveillance”  (Pasquinellli,  2014,  p.  328).  Future
ethical guidelines8 should explicitly address the livelihood of big crisis data, considering not only
the implications of (available) data, but also the assumed biases introduced by such attributes as
missing data or the reification of “social and power relations, worldviews and epistemologies”
(Boersma & Fonio, 2018, p. 4). Further, the protection of especially vulnerable and victimised
populations in order to avoid possible (algorithmic) revictimisation should be considered in
these reflections.

Second, the platformisation of emergencies transfers their detection and description into the
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logic  of  data  monopolisation,  commercialisation,  or  crowd-activation,  translating  “local
knowledges into practices that transcend the local situation” (Imran et al., 2014, p. 20) and
transferring them into attention-driven, accelerated time dynamics. This new logic affects the
“emergency imaginary” (Calhoun, 2004), as it focuses on the acute catastrophe, neglecting the
long-term  reasons  and  consequences,  “(reifying)  a  problematic  short-term  conception  of
disasters” (Crawford & Finn, 2015, p. 493). By doing so, big crisis data backs the focus on the
hazard, hence the agent of an emergency, instead of the disaster. The latter refers to the “social
phenomena, characterized by a disruption of routine and of social structure, norms, and/or
values”  (Castillo,  2016,  p.  14).  Following  this  critical  perspective,  a  much  longer  view  is
necessary to understand a disaster, and particularly the suffering during and after a disaster
(Erikson, 1976). A specific challenge for future ethical guidelines could be how to combine both
time frames to favour of possible synergies.

This leads to a third point: on the one hand, the (datafied) detection of crisis events or relevant
information thereon can be described as “doing singularity”, producing power shifts and hence
“algorithmic states of exception” (McQuillan, 2015). But on the other hand, the very search and
valorisation of singularities leads to the tendency to generalise beyond these events, groups or
information, as big crisis data follows the short time-frame of social media and its patterns of
production and attention. This short-term perspective is likely to induce corresponding shifts in
the “emergency imaginary” (Calhoun, 2004), requiring more and more new and singular data in
order to detect, classify and describe singular events and actors.

Hence,  During  the  2017  hurricane  season,  with  more  than  a  dozen  named  storms,  ten
hurricanes, and six major hurricanes, the interplay between singular and normalised events
could be studied, as the exceptionality became the new norm, sidelining the less datafied and
mediatised  emergency  situations.  The  singularity  of  events  becomes the  new (unintended)
general pattern, which repeats the imaginary norm of exceptionality to the degree that (at least
smaller and locally-limited) emergencies are normalised.

The algorithmic undermining of the states of exception by intervening in the balance between
singular and general patterns raises ethical implications not only for upcoming crises and the
involved actors, defined through their singularity; but in particular for the no longer singular
crises and actors, which do not anymore receive the attention, they – might well – need.
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FOOTNOTES

1. The terms emergency, crisis, disaster, or catastrophe are used as synonyms in this paper,
although slight differences exist between them. Further, they generally include both naturally
caused, as well as human-made emergencies. The current paper centreson natural disasters, as
the focus lies more on the policy implications of event detection and classification problems, and
less on disinformation and rumour detection, the latter being more prominent during human-
induced crises (Lewandowsky et al., 2013).

2. All terms and citations from Reckwitz (2017) are translated from German by the author. The
English version of the book will be published by Polity Press.

3. The project ran from April 2014-March 2016. For more information please see:
http://super-fp7.eu/ ↑

4. The analysis is based on the following material: 31 qualitative interviews with developers of
algorithms and services, researchers, stakeholders and practitioners in emergencies; 48
research reports, 18 scientific publications, websites and blogs; five field diaries of group
discussions and meetings; two questionnaires with affected and involved stakeholders (e.g.,
participating volunteers in validation pilots).

5. For further information please see: http://aidr.qcri.org/ The following analysis is based on
interviews with and publications of the researchers involved in the development of the platform.
↑
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6. See https://www.facebook.com/about/crisisresponse/ The following analysis is based on
document review and field diaries.

7. The analysis is based on interviews with researchers - mainly engineers, and developers at
Google (on location in Zurich, Munich, California) working in the areas of Google Alerts, Google
Cloud Platform, safety issues; as well as a document review and reports.

8. Due to the networked and platformised entanglements of actors, only international
organisations can lead the initiative of the development of and compliance with these
guidelines.
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